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Abstract

Shotgun Proteomics is the leading technique for protein identification in complex mixtures. However, it produces a large amount of data which results in an extremely high computational cost for identifying the protein. Retention time (RT) is an important factor to be used to enhance the efficiency of protein identification. By predicting the retention time successfully, we could decrease the computational cost dramatically. This thesis uses a machine learning method, Gaussian Processes, to predict the retention time of a set of peptide in hand. We also implement a feature extraction method called Bag-of-Words to generate the features for training the model. In addition, we also investigate the effect of different types of optimization methods to the model’s parameters. The results show comparable precision of the prediction and relatively low time cost when comparing with the state-of-art prediction model.
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Chapter 1

Introduction

1.1 Introduction

Proteins, the most essential components of all the cells and organisms, play an irreplaceable role in people’s daily lives including providing energy, strengthening the immune system and catalyzing metabolic reactions within the body. The functions of different biological organisms are determined by the proteins that are presented in them. For this reason, it is important and necessary for us to know what proteins are in different organisms. As a result, this leads us to the problem of large-scale identification of proteins in complex mixtures.

![Protein Chain](image)

Figure 1.1. protein chain

Shotgun proteomics [1][2] is the most popular technique for identifying proteins in complex mixtures. The main part of this technique is high performance liquid chromatography (HPLC). HPLC has three main steps, firstly, the protein in the mixture of interest will be enzymatically digested into peptides. A peptide is a short sequence (chain) of amino acid as in Fig.1.2. Then the resulting peptides are separated according to their hydrophobicity on a thin tube called liquid chromatog-
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Peptide = chain of amino acids

![Peptide model](image)

**Figure 1.2.** Peptide model

...raphy (LC) column. The hydrophobicity is the physical property of a molecule that is seemingly repelled from a mass of water. To be more specific, a specific solvent will be pumped through the column with increasing concentration. Peptide with different hydrophobicity will gradually elute in the solvent due to their hydrophobicity and then wash out from the column.

In the end, those peptides will separated from the column and ionized by electrospray ionization and then injected into a mass spectrometer. The result is a set of spectra. Each spectrum corresponds to only one or at most a few specific peptides. The fig.1.3 shows the general process of HPLC method.

![HPLC method](image)

**Figure 1.3.** Demonstration of HPLC method. (circles with different colour represents different peptides and the blue column represents the liquid chromatography column, The $R_t$ is the retention time of peptide $P_{ink}$)

Since we want to know which peptides were in the sample, we will compare them with a list of theoretical peptides from the database that we know should be in the sample. Currently, we have to compare every peptide with every spectrum to see if the peptide exists in the sample or not. However, when the number of peptides...
becomes increasingly large, the complexity of this method becomes extremely high which will result in a poor computational efficiency.

An alternative way to solve this problem is to utilize its retention time. We could reduce the number of peptides compared to a spectrum if we know which peptides are more likely to separated from the column at the time the spectrum is produced. This time is defined as the retention time of a peptide. So the more precise the predicted retention time we could get, the less peptides we need to match and the higher efficiency we could have to identify the peptide.

1.2 Problem Statement

Different models have been applied to the task of predicting the retention time of the peptides. For example, the Sequence Specific Retention Calculator (SSRC) which predicts retention times based on amino acid sequences is available on-line [18].

To train a regression model, we first need some proper features which can represent the peptide in a vector space. Since most of most of the available features are biochemical features, we are interested in Bag-of-Word features that have shown to be successful for sequence analysis. Therefore, in this thesis will utilize these features for training the model and compare their performance to the traditional biochemical features.

The main algorithm behind current RT prediction methods is mostly based on either Support Vector Regression (SVR) or Artificial Neural Network (ANN) and all of these methods have their own drawbacks that need to be improved.

In this thesis, we would like to apply the Gaussian Processes (GP) model to predict the retention time and investigate its performance by comparing it with the other existing methods.

GP provides a flexible framework for probabilistic regression and is widely used to solve high-dimensional, small-sample or nonlinear problems. Yet none of the existing publications has used this model for predicting retention times.
In addition, since GP model has some parameters need to be optimized which have a significant impact on the prediction accuracy, in this thesis, we will investigate different optimization methods towards these parameters and analyze their properties.

1.3 Outline

The structure of the thesis is as following: Chapter 2, introduces the related works. Chapter 3, provides the whole methodologies and is divided into 3 sections, section 1 provides the detailed description of Gaussian Processes and a detailed mathematics derivation and section 2 gives the idea of Bag of word method for features selection and section 3 will cover the two optimization methods that are used to optimize the parameters of our model. Chapter 4, the experimental results and evaluation will be analyzed and our model will be compared with some other popular predictors. Chapter 5, a discussion of the limitation of our model will be given. Chapter 6, discusses the future work and gives some perspectives for it.
Chapter 2

Related Work

Prediction of the retention time for a given peptide could help to improve the confidence of peptide identification. Therefore, it is important and necessary to develop efficient algorithms and establishing proper models to generate the prediction of peptide.

To design a successful predictor for our task, one has the following questions. Firstly, what kind of model will have better performance of the prediction? Secondly, what factors will have a great impact on the retention time? In order to answer the questions, a number of models based on different features have been proposed to characterize the peptide and to predict its retention time.

2.1 Models / Methods

Different kinds of machine learning models have been implemented. One of the model is the multiple linear regression (MLR) model. In [4], Baczek T, Wiczling P, Marszall M et al. have implemented this model to predict the peptide retention time at different HPLC conditions and show high precision. However, the linear regression model mainly depends on the chromatographic condition and thus prediction bias could be a serious problem when the model is used under different circumstances.

In [5], Petritis K et al. have proposed another model based on artificial neural network (ANN). The ANN model was based on the contributions of individual amino acids taken the neighborhood effect into account and a data set of 7000 was used for the training. The large amount of experimental data provided by this approach
produced high accuracy of the retention time prediction and enhance the confidence of the peptide identification. In [6], Petritis K et al. have improved the ANN model by adding more descriptors, such as peptide length, sequence, hydrophobicity as well as nearest-neighbor amino acid. Each of the peptide is characterized by 1052 features instead of 20. The new model was trained by 345,000 peptide and tested using another 1303 confidently identified peptide which reported excellent performance.

Although a great deal of effort has been made into improving the models, there are still some remaining issues. One of the main weaknesses of ANN is its time consumption. In order to train ANN, a large amount of training data is required which will result in a high cost in terms of both time and resources. What’s worse, its high computational cost also implies its weakness in terms of repeatability and comparability which are essential to laboratory research. It also limits its development for commercial purpose.

In order to solve this problem, another alternative machine-learning method, support vector machine(SVM) has been implemented. In [7], Klammer et al. proposed a predictor based on this method. Compared to ANN, SVM require a smaller training set which can reduce the computational cost dramatically. Besides, a dynamic SVR (support vector machine for regression problem) model avoids the RT variation between different chromatographic conditions which could have better performance than the linear regression model in terms of adaptability. However, using small dataset with low complexity to train the model also leads to the poor performance in terms of accurate regression and gives lower quality prediction compared to ANN. If we simply use the same amount of training data as in ANN, the SVR model could have extremely high computational cost which might be even higher than ANN.

To enhance the capacity of the predictor and raise the predicted accuracy, Luminita Moruz et al. in [8] have developed a new predictor, ELUDE, which is based on support vector regression (SVR). The predictor firstly derives a retention time index for the condition at hand. Then by using those indices, the predictor creates 60 peptide features which are optimally combined during a second training procedure. After that, $\epsilon - \text{SVR}$ is used to train the model based on the features. The resulting retention model can be subsequently used to predict the retention time of other peptides of interest.
2.2. FEATURES

The performance of Elude is excellent and considered as one of the state-of-the-art retention time predictors. However, one of the shortcomings of the Elude algorithm is the rather limited use of positional information. The positional information here is mainly about the relative position of different amino acids in the peptide. The retention index used for computing features is calculated by only using the amino acid composition. Adding positional data is likely to capture more information, and thus lead to higher prediction accuracy [9].

However, even with the proper models, the prediction precision could be extremely low if the selected features are improper. So the features selection is also a essential part of an successful prediction.

2.2 Features

The effect of an individual amino acid was firstly taken into account when building the model because evidence has implied that the inclusion of this type of additional information could increase the confidence of peptide identification [4]. Since peptides are composed of amino acids, it can increase the performance the chromatographic behavior [10]. A set of retention time coefficients were generated from only different amino-acid composition by using iterative regression methods [11] [12] [13]. To be specific, the regression model was trained by amino-acid with different compositions and their corresponding retention time. As a result, the model gives a set of coefficient regarding the amino-acids composition and use them to represent the peptides.

However, Author Houghten RA et al. in [12] pointed out that the relative location of different amino acids in a peptide could affect the behavior of the peptide too. In[14], author Zhou Ne et al. have also emphasized the relation between the chromatographic behavior of peptides and their amino acid composition. Retention coefficient of one amino acid need to be assigned different value according to its neighborhoods amino acid and the type of peptide. Besides, other biological characters, such as hydrophobicity [15], ion-pairing reagents [16], stationary phase [17] and even the length of the peptide could influence the peptide retention time.

In [18], O.V. Krokhin and R. Craig have developed an improved model, Sequence-
Specific Retention Calculator (SSRC), for prediction of retention times in ion pair reversed-phase based on a database of 346 peptides. The ability of this model for prediction can assist detailed peptide mapping significantly, thus increase confidence in peptide identification and the protein characterization. However, the model is not completed and has not included amino acid modification that may occur during the sample preparation. In addition, the prediction capacity becomes worse for an experimental condition which diverges from the setup.

After SSRC, several different kinds of factors have been used. One of them is the structural descriptors. Author Kalisz R, Baczek T, Cimochowska A et al. in [19] have employed the Quantitative structure-retention relationships with the information of the peptide’s chemical characters and its structure. In [4], Baczek T, Wiczling P, Marszall M et al. have also developed a predictor based on three types of chemical structural descriptors and both of them showed good results with the experimental data.

In general, most of the features that are widely used have strong biological meaning, such as amino acid composition, hydrophobicity of the peptide and some other chemical structural descriptors and the performances of these features could fulfill the requirement. However, few of the less-biological meaning features have been tried so far.

From the perspective of computer science, anything that can represent an object could be considered as a feature of this object. Therefore, it is worth to believe that some less-biological meaning features could give the same performance in this case. It might be a breakthrough to introduce some new features instead of just using the biochemical features. In this thesis, some features with less biological meaning will be utilized and compared to the traditional biochemical features.
Chapter 3

Methodology

To predict the peptide’s retention time, there are mainly three things we need to cover: feature selection, model building and parameter optimization. The idea is that we first extract some representative features from the peptides, then we train a GP regression model by using these features. Finally, we try to optimize the parameters of the model so that it can better fit the data. In this chapter, we will introduce each of these steps and explain them in details.

3.1 Feature selection

3.1.1 Bag of Words

We are describing the bag-of-words feature extraction method. This method has shown excellent performance in, for example, image analysis and image recognition.

As mentioned in Chapter 2, few of the new features which have excellent performance in other fields have been implemented to address this problem so far. Therefore, we would like to introduce the Bag-of-words method for feature selection.

The peptide could be considered as a string where each amino acid is a letter. Therefore, one alternative way is to extract the features from the peptide is to implement a method used for analysing strings. Bag-of-words model is one of the most popular methods for analysing strings. This method is widely used in computer science and data mining. Bag-of-words enables us to compare strings by embedding them into a vector space [20].

To be more specific, the peptide sequence is characterized by a predefined set of
sub-strings which is considered as the embedding language $L$ and each of the sub-
strings in this set is a word $w$ of $L$. We use $n$-grams to define the embedding
language $L$ and its words $w$.

The $n$-grams method simply slides a small window with fixed length $n$ along all
of the peptide sequences to extract substrings with length $n$. The language $L$ then
consist of all the possible substrings that have been extracted.

After establishing the embedding language $L$, we try to project each peptide $p_i$ into
a vector space composed by the words of $L$ using a function $\phi$ defined as

$$\phi : p_i \rightarrow \phi_w(p_i), \quad w \in L$$

where the return of $\phi_w(p_i)$ is defined as frequency for the occurrences of $w$ in $p_i$.

In our case, we extract features based on 2-grams to build our embedding language
$L$ then each $w$ in $L$ is a 2-amino-acid group. Since we have 20 different amino acid
in total, each of the peptide will be represented by the frequencies of occurrences
of 400 words. A graphical flow of the bag-of-word method can be seen as Fig.3.1

![Bag of Word](image)

Figure 3.1. Bag of Word

To give more meaning to the features, we can include some biological features that
are not captured by Bag-of-words. The first feature is the length of the peptide
since the number of the words $w$ in $L$ is directly related to it and the second feature
is the hydrophobicity because it is one of the determinative factors of the retention
time. Adding these will result in a 402 dimensional feature as fig.3.2 showed.
3.1. FEATURE SELECTION

Each peptide $p_i$ is then represented by 402 features as fig.3.2(a) and all of them together form the feature matrix as fig.3.2(b).

![Feature for each peptide](image)

 ![Feature matrix for all peptide](image)

Figure 3.2. Feature matrix of peptide

The advantages of the Bag-of-words method are mainly discussed in two aspects: complexity and flexibility.

In terms of complexity, the most popular features that have been used so far are mainly biochemical features. However, in order to calculate these features, a large amount of time is required. What's worse, some particular facilities are needed to calculate some of them, for example, if we use the structure descriptor as a feature, we need to use some structure analyzer to produce them which is quite expensive and time consuming. Comparing with computing these features, the computational cost of our method is very low. According to [20], the run-time complexity of Bag-of-Words is only $O(|x| + |y|)$ when it is $O(|x| \cdot |y|)$ for another benchmark method where $x$ and $y$ are the peptide sequences while $|x|$ and $|y|$ are the maximal nonzero
dimensions of $\phi_w(x)$ and $\phi_w(y)$.

As for the flexibility, since the embedding language $L$ is constituted by the words that are directly and simply extracted from the samples, this method could easily change the language set $L$ for particular context of the task. This property implies a wider applicability in other field of biological research.

### 3.2 Gaussian Processes

By implementing the Bag of Word model, we now have the features to present the peptides in hand. The next step is to establish a nonlinear regression model to find out the relation between the peptides and their retention time. In this thesis, we use GP regression model to make this prediction.

Gaussian Processes is a supervised machine learning method based on Bayesian theory and statistical learning. In order to understand the theory behind it and build an appropriate model, this chapter starts with a brief introduction to the supervised learning method as well as the specification of Standard Bayesian linear Regression. Then we will specify the Gaussian Processes in our case along with the detailed mathematical derivations. After that, we will specify the concept of multi-kernel functions in Gaussian Processes and explain its properties. Finally, we will make a comparison between Gaussian Process and the other two methods, such as ANN and SVR.

#### 3.2.1 Standard Bayesian linear Regression

Let’s first consider a set of observations $D = \{(x_i, y_i) | i = 1, 2...n\}$ along with some noise $\epsilon$. In the regression setting, the targets are real values with additive noise. We are interested in inferring the relationship between the inputs and targets, i.e. the conditional distribution of the targets given the inputs.

In supervised learning, one way to decide this relationship is using non-parametric regression. It uses a set of $w$ as the best descriptors of the model to describe the relationship between the inputs and outputs. The problem now comes to how to evaluate if the trained model fits the observations.
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There are two methods for performing this evaluation, loss function and maximum likelihood. The first one is achieved by optimizing the parameters $w$ that minimizing the predefined loss function, such as minimal squared error function (MSE). However, one of the obvious shortages of this method is the over-fitting. To minimize the error of the model, one would increase the complexity of the model that might easily over fit to the training set. This means the model’s predictive capacity for unknown (testing) data could be really bad even though it has high predicted precision in terms of training data. In addition, making a simpler model by ignoring the noise could avoid the over-fitting problem but could also lead to lower accuracy for prediction.

An alternative way to identify the quality of model is Maximum Likelihood, also known as Bayesian regression. The idea of Bayesian regression is finding the optimal parameters $w$ that maximizes the likelihood function. The main difference between Bayesian regression and loss function is the fact that Bayesian regression considers a prior distribution for $w$, having this distribution prevents the model from over-fitting and forces it to be smooth.

The Bayesian analysis of the linear regression model can be written as :

$$f(x) = x^T w, \quad y = f(x) + \epsilon,$$

where $x$ is the input vector, $w$ is the parameters of the model. The function value is represented by $f(x)$ and a bias (noise) is included. We assume that the $\epsilon$ is independent identically distributed Gaussian noise with zero mean and variance $\sigma_n^2$.

$$\epsilon \sim N(0, \sigma_n^2),$$

The likelihood function, the probability density of the observation given the parameters, will then have the following form:

$$p(y|X, w) = \prod_{i=1}^{n} p(y_i|x_i, w) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi \sigma_n}} exp\left(-\frac{(y_i - x_i^T w)^2}{2\sigma_n^2}\right)$$

The idea of Bayesian linear model is mainly based on the posterior distribution computed by Bayes’ rule:

$$p(w|y, X) = \frac{p(y|X, w)p(w)}{p(y|X)}$$

To calculate the posterior, we also need a prior over the parameters. The prior is normally considered to represent our prior beliefs over the distribution of the
parameters we expect to observe before seeing any data. Therefore, we put a zero mean Gaussian prior with covariance matrix $\Sigma$ on the weights:
\[
w \sim N(0, \Sigma) \tag{3.6}
\]

Another essential part is the marginal likelihood function $p(y|X)$. The marginal likelihood gives the likelihood of the output by considering only one specific kind of input and is independent of the other factors. To be specific, the marginal likelihood of expected output here only consider the effect of the input $x$ without taking the effect of the weights $w$ into account. Therefore, it is given by
\[
p(y|X) = \int p(y|X, w)p(w)dw \tag{3.7}
\]

By combining the likelihood function in 3.4 with the prior in 3.6 and marginal likelihood function in 3.7, we could obtain the actual form of the posterior $p(w|x, y)$ in 3.5
\[
p(w|y, X) = \frac{p(y|X, w)p(w)}{p(y|X)} \sim \exp\left(-\frac{1}{2}(w - \bar{w})^T \left(\frac{1}{\sigma_n^2}XX^T + \Sigma^{-1}\right)(w - \bar{w})\right) \tag{3.8}
\]

From 3.8, it can be seen that the posterior is actually another Gaussian distribution with the new mean and new covariance matrix.
\[
\bar{w} = \sigma_n^{-2}\frac{1}{\sigma_n^2}XX^T + \Sigma^{-1}XY
\]
\[
\Sigma_{new} = \frac{1}{\sigma_n^2}XX^T + \Sigma^{-1} \tag{3.9}
\]

For Bayesian linear regression, the prediction is made by all possible parameters along with corresponding posterior probability. Thus, we could conclude the predictive jointly distribution of the output $f(x_{new})$ of a new data point $x_{new}$ based on the training dataset $X$ along with their weights $w$ and their outputs $y$ as follows:
\[
p(f(x_{new})|x_{new}, y, X) = \int p(f(x_{new})|x_{new}, w)p(w|X, y)dw \sim N\left(\frac{1}{\sigma_n^2}x_{new}^T(\sigma_n^2XX^T + \Sigma^{-1})^{-1}XY, x_{new}^T(\sigma_n^2XX^T + \Sigma^{-1})^{-1}x_{new}\right) \tag{3.10}
\]

### 3.2.2 Gaussian Processes Regression

A Gaussian Process regression model inherits the Bayesian theorem and compute the posterior predictive distributions for new test inputs instead of identifying the
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"best-guess" predictions for them as SVR did.

A Gaussian Process, a distribution over a set of functions, is fully specified by its mean function and covariance function as 3.11

\[ f(x) \sim GP(m(x), k(x, x')) \]  \hspace{1cm} (3.11)

where the mean function \( m(x) \) and the covariance function \( k(x, x') \) are:

\[ m(x) = E[(f(x))] \]  \hspace{1cm} (3.12)

\[ k(x, x') = E[(f(x) - m(x))(f(x') - m(x'))] \]  \hspace{1cm} (3.13)

Normally, for the sake of simplicity, we will take the mean function to be zero and only consider the effect of covariance function. In fact, the problem of learning in Gaussian Processes is the problem of finding suitable properties for the covariance functions[21].

Since the Bayesian linear regression model has natural disadvantages in terms of expressiveness and the relationship between our input (peptide sequence) and output (retention time) is barely linear, we take the advantage from Gaussian Processes in terms of dealing with nonlinear problem by utilizing the kernel function.

The principle of a kernel function is to project the original nonlinear input data into a higher dimensional space where they become linear separable so that the linear model could be implemented directly in that space. The Fig3.3 shows the idea of the kernel function

To be more specific, the Gaussian Process specifies the covariance function as the kernel function which takes the inner dot product between a pair of random variables. We assume the observations have independent identically distributed Gaussian noise, then the prior of the observations becomes:

\[ \text{cov}(y) = K(X, X) + \sigma^2_n I \]  \hspace{1cm} (3.14)

where the \( K(X, X) \) is a general form of kernel function, \( I \) is a identify matrix.

Then, we could generate the joint distribution of the observations \( y \) and the predicted value \( f_{new} \) under the prior as

\[
\begin{bmatrix}
y \\
\hat{f}(x_{new})
\end{bmatrix}
\sim N\left( 0, \begin{bmatrix}
K(X, X) + \sigma^2_n I & K(X, X_{new}) \\
K(X_{new}, X) & K(X_{new}, X_{new})
\end{bmatrix}\right)
\]  \hspace{1cm} (3.15)
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Figure 3.3. Projection of data from low-dimensional space into higher dimensional space by Radius Basis Function makes inseparable data separable

Deriving the conditional distribution, we finally arrive at the key predictive equations for Gaussian process regression

\[
f_{new} | X, y, X_{new} \sim N(\bar{f}(X_{new}), \text{cov}(f(X_{new}))), \quad \text{where} \]
\[
\bar{f}(X_{new}) = K(X_{new}, X)[K(X, X) + \sigma_n^2 I]^{-1} y
\]  
\[
\text{cov}(f(X_{new})) = K(X_{new}, X_{new}) - k(X_{new}, X)[k(X, X) + \sigma_n^2 I]^{-1} k(X, X_{new})
\]  

These equations give us the corresponding mean value and covariance value of the predictive point which is used to represent the predicted point. A graphical model of Gaussian Processes is can be seen in Fig3.4.

Figure 3.4. Graphical model for a GP for regression[21].
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3.2.3 Kernel Function and Multi-Kernels

As we could see from 3.16, the accuracy of the estimation of our retention time is highly dependent on the covariance function \( k(x_a, x_b) \). In Gaussian Process model, there are several popular covariance functions.

- Matern covariance:
  \[
  k(x_a, x_b) = (1 + \frac{\sqrt{3}(x_a - x_b)}{l}) \exp\left(-\frac{\sqrt{3}(x_a - x_b)}{l}\right)
  \]  
  (3.19)

- Linear covariance:
  \[
  k(x_a, x_b) = x_a * x_b
  \]  
  (3.20)

- Polynomial covariance:
  \[
  k(x_a, x_b) = (x_a * x_b + 1)^k
  \]  
  (3.21)

- Rational quadratic covariance:
  \[
  k(x_a, x_b) = (1 + \frac{|x_a - x_b|^2}{2\alpha l^2})^{-\alpha}
  \]  
  (3.22)

- RBF covariance:
  \[
  k(x_a, x_b) = \exp\left(-\frac{|x_a - x_b|^2}{2l^2}\right)
  \]  
  (3.23)

Different covariance functions have different properties and generate different similarity measures between pairs of data points. The RBF covariance in 3.23 is the most popular kernel function. In Gaussian process, all these covariance function are weighted by a smoothness factor \( \sigma_f \) in practical. This variable together with the \( \sigma_n^2 \) and other free parameters in each covariance function are known as the hyperparameters. These hyperparameters will need to be optimized to allow the model to have better performance. In this thesis, we simply set the weight \( \sigma_f \) to be 1 and have not considered its effect. The optimization is achieved by maximizing the objective function (marginal log-likelihood function) of GP model. The detail of how to achieve it will be covered in the section of optimization.
Another interesting thing of these kernel functions is that they could be divided into two types: global kernel function and local kernel function. The RBF kernel function is considered as a typical local kernel while the Polynomial kernel is a global one [24].

Both types of kernel functions have their own strengths and limitations in different aspects. The local kernel function has strength in terms of approximation but the generalization ability is weak while the global one has stronger generalization ability but weaker approximation capacity.

Since we want the kernel function to have stronger capacity, we would like to overcome the weakness of the single kernel function. Therefore, one simple way to achieve this is combining those two types of kernel function together as a multi-kernel function as 3.24.

\[ k_{\text{mix}} = m \cdot k_{\text{poly}} + (1 - m) \cdot k_{\text{rbf}} (0 \leq m \leq 1) \]  

(3.24)

where \( m \) is the weight between two kernel functions. We create a multi-kernel function by combining RBF kernel function with Polynomial kernel function linearly. We can see that if \( m = 0 \), the multi-kernel is actually a RBF kernel and it is a polynomial kernel when \( m = 1 \). By combining two kernels as a new one and find a proper weight between them, we could achieve our goal. As for how to find the proper weight factor \( m \), we will also explain in the section of optimization. The performance of this multi-kernel function will also be evaluated and compared to the single kernel function later.

### 3.2.4 Properties of Gaussian Processes

As a supervised learning algorithm, the Gaussian Processes is also based on the idea that similar inputs result in similar outputs or output distributions. But it also have its unique strengths compared with ANN (Back-propagation (BP) algorithm as example) and SVR.

Since BP algorithm is based on the Empirical risk minimization, it is minimizing the expected error of the model by minimizing the differences between the output of training data and their corresponding true value. This will lead to a serious overfitting problem and poor generalization for new data, since it only optimizes the parameters based on training set without considering the test set. Secondly, for a particular BP model, the number of layers of hidden units and the number of units
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in each layers play an irreplaceable role in ANN algorithm but how to decide these value still remain as a series problem and need to solved. Besides, the BP model adjusted the weights by iteratively calculating the difference between the predicted value and the true ones and giving feedbacks to the system, this principle is in fact similar to the idea of gradient descending. As a result, it will have a low convergence rate and could not guarantee to find the global optima every time.

As for the SVR, it improves this situation by using structure risk minimization and introducing the penalty coefficient. The structure risk minimization describes the minimization of the sum of the empirical risk and VC confidence which is caused by the complexity of the function space. The VC confidence is related to the amount of training data and could be considered as a reflection of generalization ability of the model. The more training data it has, the smaller the VC confidence will be and the stronger generalization the model will have. These principles could avoid the overfitting problem efficiently and allow the model to have a better generalization capacity. However, the SVR still has many obvious problems such as the choice of the type of kernel function and its parameters and the proper value for the penalty coefficient. In addition, the output of SVR lacks probabilistic meaning.

The Gaussian Processes is based on the Gaussian distribution and Bayesian theory which implies a solid foundation of probabilistic and statistic. For example, the Gaussian Process not only gives the predicted value but also the uncertainty of the prediction. This property makes the prediction easier to interpret and understand. What’s more, since Gaussian Processes make the prediction based on the distribution of all data and weaken the contribution of single outlier, it prevents the overfitting problem and gives better generalization capacity than SVR. In addition, in terms of the choice of hyperparameters, the Gaussian Processes is self-adaptive. In other words, the Gaussian Process choose the optimal hyperparameters during its process of training a model while SVR could only choose them by using cross-validation method or based on the pervious experiences. Besides, compared with the BP and SVR model, the number of parameters of Gaussian Processes is quite small which makes the optimization easier to implement.
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3.3 Optimization

In the Gaussian Process model, the most important part is the covariance function of the model since the Gaussian Process consider it as the kernel function. As we mentioned before, the parameters in each covariance function are known as the hyperparameters. These hyperparameters directly determine the properties of the covariance function and further the GP model. Thus, we want to optimize these hyperparameters to get the best combination of these hyperparameters so that we could have a better model for predicting the retention time.

As for the definition of best combination, we are simply looking for the combination of the hyperparameters that maximizes the value of the objective function. In this case, the objective function is the negative log marginal likelihood of Gaussian Processes as

$$\max f(x) = -\log p(y|X, \theta) = \frac{1}{2}y^T(C)^{-1}y + \frac{1}{2}\log|C| + \frac{n}{2}\log(2\pi)$$

(3.25)

where $C = K(X, X) + \sigma_n^2 I_n$

Here, we will investigate two different optimization methods based on different principles. The first one is the Conjugate Gradient method and the second one is the Particle Swarm Optimization method. The principle of each method will be explained in detail along with their own strengths and weaknesses towards this case.

3.3.1 The Conjugate Gradient

The conjugate gradient method (CG) is one of the most widely used methods and is developed based on the gradient descending method and Newton Method.

In CG theory, we have two important assumptions:

- Linearity:
  the $k_{th}$ search direction $d_k$ is a linear combination of the previous direction and the gradient.

- Conjugation:
  all the search direction are conjugated with some positive definitive matrix $A$. 
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The first assumption allows us to have the following equation:

\[ d^k = -g^k + \beta_{k-1}d^{k-1} \]  \hspace{1cm} (3.26)

where \( g^{k+1} \) is the gradient of the current point and \( \beta_k \) is some coefficients that need to be calculated. The second assumption is actually used to allow us calculating the \( \beta_k \).

The process of Conjugate Gradient (CG) method could be described as Fig.3.5

\begin{verbatim}
Select a random initial start point \( x^{(1)} \) and set error \( \epsilon \)
Let \( g_1 = \nabla f(x^{(1)}) \)
\textbf{If} \( ||g_1|| < \epsilon \), stop
\textbf{Pick} \( x^{(1)} \) as the point
\textbf{Else}
\( d^{(1)} = -g_1 \) is the initial search direction
Compute \( \lambda_1 \) by a line search using cubic approximation with Wolfe-Powell criteria
\( x^{(2)} = x^{(1)} + \lambda_1 d^{(1)} \)
\textbf{For} \( k = 2, 3, ..., \)
\( g_{k+1} = \nabla f(x^{(k+1)}) \)
\textbf{If} \( ||g_{k+1}|| < \epsilon \), stop
\textbf{Pick} \( x^{(k+1)} \) as the point
\textbf{Else}
\( d^{(k+1)} = -g_{k+1} + \beta_k d^{(k)} \) is the new search direction
Compute \( \lambda_k \) by a line search using cubic approximation with Wolfe-Powell criteria
\( x^{(k+2)} = x^{(k+1)} + \lambda_k d^{(k+1)} \)
\end{verbatim}

\textbf{Figure 3.5.} Conjugate Gradient algorithm

From the algorithm above, we could see the CG method firstly finds a descent direction along which the objective function \( 3.25 \) will be reduced and then computes a step size that determines how far should we move along the direction, aiming at finding a local minimum of the objective function.

Therefore, the problem could approximately be divided into two parts: Searching the descending direction and determining the step size iteratively. To be more spe-
specific, find the proper value for parameters $\beta_k$ and $\lambda_k$ respectively.

When it comes to the search direction, due to the second assumption of CG method, we could know that

$$\beta_j = \begin{cases} 0 & j = 0 \ldots k - 1 \\ \neq 0 & j = k \end{cases}$$

Therefore, we are able to compute the $\beta_k$ by some methods. In fact, we have many different ways to calculate the parameters $\beta_k$ and each of them based on different principles. Here, we implement the Polak-Ribiere method\[22\] that compute the parameter $\beta_k$ as $3.27$.

$$\beta_k = \frac{g_{k+1}^T (g_{k+1} - g_k)}{g_k^T g_k} \quad (3.27)$$

After getting the new search direction $d^{(k+1)}$, the problem comes to define the step size $\lambda_k$. Here, we use cubic approximation as $3.28$ to compute the new step size.

$$\lambda_k = \lambda_{k-2} - \frac{(-d^{(k-2)}d^{(k-2)}) \ast (\lambda_{k-1} - \lambda_{k-2})^2}{(B + \sqrt{(B * B - A * (-d^{(k-2)}d^{(k-2)})) \ast (\lambda_{k-1} - \lambda_{k-2})})}$$

$$A = 6 \ast (f(x_{k-2}) - f(x_{k-1})) - 3 \ast (-d^{(k-1)}d^{(k-1)} + (-d^{(k-2)}d^{(k-2)})) \ast (\lambda_{k-1} - \lambda_{k-2})$$

$$B = 3 \ast (f(x_{k-1}) - f(x_{k-2})) - (2 \ast (-d^{(k-2)}d^{(k-2)} + (-d^{(k-1)}d^{(k-1)})) \ast (\lambda_{k-1} - \lambda_{k-2})$$

(3.28)

We will then calculate the objective function value $f(x_k + \lambda_k d_k)$ and new slope $g_{k+1}^T d_k$ based on this new step size $\lambda_k$ and judge it by using the Wolfe-Powell conditions as $3.29$

$$f(x_k + \lambda_k d_k) \leq f(x_1) + \lambda_1 \rho g_1^T d_1$$

$$g_{k+1}^T d_k \geq \sigma g_1^T d_1 \quad \sigma \in (\rho, 1), \quad \rho \in (0, \frac{1}{2}) \quad (3.29)$$

If the current point objective function value and slope fulfill the Wolfe-Powell conditions, we could claim we find the proper step size that is calculated by the cubic extrapolation and stop searching.
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By doing these iteratively, we could minimize the objective function and eventually have the set of hyperparameters that gives the minimum value of the objective function or fulfills the required accuracy.

The CG method is based on the gradient descent and Newton method. It only uses the information provided by the first order derivative which means it does not need any further information and could be easily implemented in many aspects.

This property also implies that it does not need to compute and store the Hessian Matrix as well as its inverse. As a result, it could reduce the computational cost significantly compared with the Newton method.

What’s more, since the traditional gradient descent method will slow down the searching rate dramatically when it is getting closer to the minimal value, the CG manage to overcome this drawback of the gradient descent by using the conjugation which could speed up the convergence rate. The following plots show the convergence rate of two different methods

![Convergence Rate Plots](image)

Figure 3.6. Comparison of convergence rate

3.3.2 The Particle Swarm Optimization

The Particle Swarm Optimization (PSO) method is one of the new iterative methods for problem optimization. It improves the solution by iteratively searching for the best result in current circumstance.

Initially, we have a branch of separated particles that represent the potential solu-
tion by their position, a group of the hyperparameters in our case. And for each parameter in the one particle, we assign different velocity for them. In each iteration, the particle updates its position simply by its velocity of each parameter. Then we use these parameter to calculate the model and evaluate the result by the objective function we mentioned before. After that, we record the best position for each particle (local optimal value) as well as the best position in the whole search space (global optimal value).

The smart part of this method is the update of the velocity of each particle. The individual velocity for each particle is influenced not only by its local best known position (local optimal value) but also the best known positions in the search-space (global optimal value), which are updated as better positions are found by other particles. This is expected to move the swarm toward the best solution.

In the end, the iteration will be terminated by some criterion, such as the maximal number of iterations or a solution that gives the adequate loss function value. The following Fig. 3.7 shows the basic algorithm of Particle Swarm Optimization.

PSO is a heuristic search algorithm based on swarm intelligence since it makes no assumptions about the problem being optimized and can search very large spaces. Therefore, PSO can also be used on optimization problems that are partially irregular, noisy, change over time, etc. What’s more, since it uses swarm intelligence which means each of the particle is related to the others and the final result is depended on the contribution of all particles, the robustness of system is strong and will not be be dramatically influenced by some outliers. In addition, its strengths in terms of convergence, global search capacity and practicability also make it one of the most popular optimization algorithm in the world.

### 3.4 Summarize of the Chapter

After optimizing the hyperparameters, the GP regression model is ready to predict the peptide’s retention time. The general process of this chapter could be illustrated as the fig.3.8 and the performance of the GP model will be showed in the next chapter.
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\[ S: \text{the number of particles in the swarm} \]
\[ x_i \in \mathbb{R}^n: \text{particle position} \quad v_i \in \mathbb{R}^n: \text{particle velocity} \]
\[ p_i: \text{best known position of particle } i \quad g: \text{best known position of the entire swarm} \]
\[ \phi_1 \text{ and } \phi_2 \text{ are predefined and control the behavior and efficacy of the PSO method} \]

For each particle \( i = 1, \ldots, S \):

1. Initialize the particle's position with a uniformly distrusted random vector \( x_i \sim U(b_1, b_2) \), where \( b_1 \) and \( b_2 \) are the lower and upper boundaries of the search space.
2. Initialize the particle's best local position to its initial position: \( p_i \leftarrow x_i \)
3. If \( f(x_1) < f(g) \) update the swarm's best known position: \( g \leftarrow p_i \)
4. Initialize the particle's velocity: \( v_i \sim U([-b_1, b_1], [-b_1, b_1]) \)

Until a termination criterion is met, repeat:

For each particle \( i = 1, \ldots, S \) do:

1. Pick random numbers: \( r_1, r_2 \sim U(0,1) \)
2. For each dimension \( d = 1, \ldots, n \) do:
   a. Update the particle's velocity: \( v_{i,d} \leftarrow \alpha v_{i,d} + \phi_1 r_1 (p_{i,d} - x_{i,d}) + \phi_2 r_2 (g_d - x_{i,d}) \)
   b. Update the particle's position: \( x_{i,d} \leftarrow x_{i,d} + v_{i,d} \)
3. If \( x_{i,d} < x_1 \) update the particle's best known position: \( p_i \leftarrow x_i \)
4. If \( f(p_i) < f(g) \) update the swarm's best known position: \( g \leftarrow p_i \)

Now \( g \) holds the best found solution.

**Figure 3.7. Particle Swarm Optimization**
Figure 3.8. The general process of predicting peptide’s retention time
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Results and Evaluation

In this section, we report the experiments in order to compare the GP regression model with other prediction models and discuss their performance. We are interested in whether the GP model leads to a better predictive performance than the other models as well as its strengths and weakness compared with other models.

To get a better impression of the performance, we will firstly investigate the importance of kernel functions. To be specific, we will compare the GP model with single kernel to the one with multiple kernels. Further, we will investigate the importance of optimization. In another word, we will compare the results before and after optimization for GP model. After this comparison, we will evaluate the performance of different optimization methods, PSO and CG method specifically. All these models will be tested in two different set of features respectively so that we could make a comparison between different kind of features. The first kind of feature is the feature created by Bag of Word method: we simply call it BOW feature, and the second one is the features used for prediction in the state-of-art model Elude: we call it Elude feature.[8]

In the end of this part, we will make a comparison between different kinds of state-of-art retention time predictors including Elude, BioLCCC (an on-line retention time predictor)[27],SSRC and our GP model. These models will be tested by the peptide we use for the GP model and evaluated by the same criteria as show below.

Before introducing the experimental setup, we will first introduce some main concepts which we will use for the result evaluation later: Pearson Correlation Coefficient and minimal time window.
• Pearson Correlation Coefficient:
In statistic theory, Pearson correlation coefficient is used to identify the linear correlation between two variables $X$ and $Y$. The formula is as follow:

$$
\rho = Cor(X, Y) = \frac{Cov(X, Y)}{\sqrt{Var(X)Var(Y)}}
$$

(4.1)

The value of Pearson Correlation Coefficient is between -1 and 1. A value of 1 (or -1) implies that a linear equation describes the relationship between $X$ and $Y$ perfectly, the sign implies whether the relationship is positive or negative. A value of 0 implies that there is no linear correlation between the variables. The closer the value is to 1, the stronger the linear relation they have, otherwise, the weaker the relation they have.

• Minimal Time Window:
The minimal time window is a time window including the deviations between observed and predicted retention times for 95% of the peptides ($\Delta t_{95\%}$). Given the time window, we could know the expected range of observing time in advance and thus reduce the number of peptide we need to compare and enhance matching accuracy of the peptides. In this case, the minimal time window will be showed as ratio of total time instead of an absolute value. The total time is defined as the time interval between the smallest observed retention time and largest one. The smaller the time window is, the more peptide we could generate at the same time.

• Computational Cost:
The computational cost is a parameter reflects the efficiency of a model. A model with too large computational cost should be considered as a bad model since it is hard to implement and reproduce. The computational cost in this thesis stands for the total running time from importing raw peptide data to getting the predicted retention time of the peptide.

In this thesis, the top priority is given to minimize the minimal time window since we want to reduce the number of peptide we need to match and improve the parallelized processing capacity.
4.1 Experimental Setup

The experiment is tested on a 64-bit Ubuntu computer and run by Matlab R2014a. To build the Gaussian Process model, we need to install the software package called GPML which is written by Carl Edward Rasmussen and Hannes Nickisch.\[21\] In addition, to benchmark the GP model, we also need the SVR software packages libsvm [23].

The experimental data we use in this thesis is a set of 15933 peptides generated from the laboratory as fig.4.1. We separate them into training set and testing set respectively. The training set contains 12747 peptides while the testing set has 3186 peptides.

![Figure 4.1. experimental peptide sequence](image)

4.2 Experimental Results

The Gaussian Processes model is firstly built by *BOW feature*. The Fig.4.2 shows the performance of the GP model based on different kernel function. The left one is simply using RBF kernel while the right one is using a multiple kernel that consist of RBF and Poly kernel function. The blue line in the plot represents the ideal result of the correlation coefficient and the red one is the true results from the experiment.

For each subplot, the top plot shows the correlation between the predicted retention time and the real retention time and tells how linear they are related to each other.
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Figure 4.2. Comparison of performance based on different kernels

The histogram in the bottom shows the distribution of the deviation between the predicted retention time and the observed one.

As benchmark, we also test the model by using Elude feature. The fig.4.3 gives us the performance of the model based on this feature set.

Figure 4.3. Comparison of performance based on different kernel with Luminita’s feature

The Table.4.1 shows detail information in terms of the Pearson Correlation Coefficient and the minimal time window of them. The left number is the Person Coefficient and the right one is the corresponding minimal time window.

As we can see from the figures, the multi-kernel gives better performance than a single kernel in general. The multi-kernel function helps GP model to improve the correlation coefficient in both cases. The scatter plots in both cases become narrower and closer to the ideal blue line.
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<table>
<thead>
<tr>
<th></th>
<th>RBF kernel</th>
<th>RBF + Poly kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\rho$</td>
<td>$\Delta_{95%}$</td>
</tr>
<tr>
<td>BOW feature</td>
<td>0.8506</td>
<td>0.5080</td>
</tr>
<tr>
<td>Elude feature</td>
<td>0.9213</td>
<td>0.3912</td>
</tr>
</tbody>
</table>

Table 4.1. Comparison between Single kernel and multi-kernel

More importantly, it also reduces the minimal time window dramatically, from 0.5080 to 0.2579 and 0.3912 to 0.2052 for BOW feature and Elude feature respectively. This also implies that the multi-kernel makes the prediction more precise and narrow down the deviations between observed and predicted retention times.

After comparing the Gaussian Process with single kernel and multi-kernel, we will now investigate the effect of optimization. In this case, we only perform Particle Swarm Optimization method as an example. The following plots show the results

![Figure 4.4](image-url)

Figure 4.4. Performance of the feature based on Gaussian Process model after PSO optimization

<table>
<thead>
<tr>
<th>GP</th>
<th>Before Optimization</th>
<th>After Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOW</td>
<td>0.9674 0.2579</td>
<td>0.9740 0.2379</td>
</tr>
<tr>
<td>Elude</td>
<td>0.9737 0.2469</td>
<td>0.9735 0.2065</td>
</tr>
</tbody>
</table>

Table 4.2. Comparison of performance before and after PSO for GP

From Table 4.2, we could tell that the PSO optimization is useful and have improved the prediction result. Although the difference is only 0.04, it is actually
about 4 min of the deviations between observed and predicted retention times.

However, we could not deny that the optimization method in this case does not make a significant difference to the prediction results. The potential explanations for this phenomenon could be as follows:

First of all, the initial parameters for the model is too good and the better solution that the optimization method have found could not make a significant improvements. Secondly, the PSO optimization method itself is not appropriate and could not find some much better solution. Thirdly, it has not found the optimal combination for the hyperparameters this time due to the fact that the PSO method does not guarantee to find the optimal solution every time.

Among all these probabilities, the second and the third explanations are probably the reasons for this phenomenon. To investigate more about the reasons, we will now try to compare the PSO method with another optimization method, Conjugate Gradient method, to see if our explanations are correct.

The following plots show the experimental results of different optimization methods.

As we can see from fig.4.5 and fig.4.6, these two methods have similar performance in this case. However, when we look at the details of the comparison of these two optimization in Table.4.3, we could see that the CG method actually gives better performance than the PSO method. If we combine this with the Table.4.2, we could tell that the CG method is more appropriate than PSO method in this
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Figure 4.6. Performance of the Elude feature based on different optimization method

(a) Elude feature with PSO
(b) Elude feature with CG

Table 4.3. Comparison of performance of GP based on PSO and CG optimization

<table>
<thead>
<tr>
<th></th>
<th>Particle Swarm Optimization</th>
<th>Conjugate Gradient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\rho$</td>
<td>$\Delta_{95%}$</td>
</tr>
<tr>
<td>BOW</td>
<td>0.9740</td>
<td>0.2329</td>
</tr>
<tr>
<td>Elude</td>
<td>0.9741</td>
<td>0.2061</td>
</tr>
</tbody>
</table>

The fig.4.7 show the effect of different number of evaluating function (iteration) in CG method based on different features. As we can see, increasing the number of evaluating function results in better performance in terms of correlation coefficient and minimal time window. However, when the number of evaluating function reaches to the level of 30 and above, the difference becomes small and can be ignored. These plots implies that we could set the number of evaluating function around 30 and no need to worry about not getting much better prediction result.

Following this, we will now try to find out the influence of the number of genera-
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Figure 4.7. Comparison of different number of evaluating functions

(a) BOW feature with CG  
(b) Elude feature with CG

Figure 4.8. Comparison of different number of generation

(a) BOW feature with 5 generation  
(b) BOW feature with 30 generation
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The fig.4.8 shows that the number of generation actually have slightly influence on the prediction. The top one traces the changing trend of correlation coefficient and minimal time window during 5 generation and in the bottom one, we increase the number of generation to 30 to make a comparison. Each dot in the plots represent the prediction result of that generation.

![Figure 4.9. Detail changes of 30 generation](image)

The detail could be seen from fig.4.9. The optimization has reduced the minimal time window from around 26% to around 23% in the second generation of evolution. Due to the fact that the prediction after the first few generation is already really good, the impact of increasing the number of generation seems to be ignorable. The Table.4.4 shows the detail information based on different number of generation.

Another problem comes along with increasing the number of the generation is that the computational cost becomes increasingly large. For example, the computational cost of a GP model with Elude feature using 5 generation PSO method is $2687\,\text{sec}$ while the one using 30 generation PSO is $15273\,\text{sec}$ which is 5.7 times as much as before, but the improvement of $\Delta_{95\%}$ is just slightly. The situation becomes even worse when the number of the features increase. Therefore, we could simply set the default number of generation around 5 if we want to limit the computation cost.

Now, we will take a look at the effect of different number of particles and each particle’s evolution trend in terms of correlation coefficient and minimal time window during each generation.

As Fig.4.10(a) and Fig.4.10(b) show, the trend of all the particles in both cases are
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<table>
<thead>
<tr>
<th></th>
<th>5 generation</th>
<th>30 generation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\rho$</td>
<td>$\Delta_{95%}$</td>
</tr>
<tr>
<td>BOW</td>
<td>0.9740</td>
<td>0.2329</td>
</tr>
<tr>
<td>Elude</td>
<td>0.9741</td>
<td>0.2076</td>
</tr>
</tbody>
</table>

Table 4.4. Best performance of GP model based on PSO with different number of generation

Figure 4.10. The evolution trend of each particle during 5 generations with 5 particles

Figure 4.11. The evolution trend of each particle during 5 generations with 10 particles

going towards the better situation and converging gradually. In addition, we could also see that all particles have influenced each other’s trend which totally follows the principle of PSO method. As comparison, we also display the results of using 10 particles instead of 5 particles. These plots also show the same properties as before when seeing the main trend from a bigger picture. Besides, it can be seen from Table 4.5 that increasing the number of particles do not contribute much to the improvement of both accuracy and minimal time window. One interesting thing is that we could also see the trend becomes more flat and stable after the third genera-
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In 4.10. This is also support evidence for the conclusion we draw from Fig.4.9 about the proper number of generation.

<table>
<thead>
<tr>
<th>5 particles of PSO</th>
<th>10 particles of PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>$\Delta_{95%}$</td>
</tr>
<tr>
<td>BOW</td>
<td>0.9740</td>
</tr>
<tr>
<td>Elude</td>
<td>0.9741</td>
</tr>
</tbody>
</table>

**Table 4.5.** Comparison of performance based on different number of particles

In the end, as benchmark, we will summarize the performance of other popular retention time prediction models and compare them with our GP model in terms of correlation coefficient $\rho$, minimal time window($\Delta_{95\%}$) and computational cost. The Table.4.6 shows the result of different models.

<table>
<thead>
<tr>
<th></th>
<th>GP Model</th>
<th>Elude Model</th>
<th>SSRC</th>
<th>BioLCCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson Correlation Coefficient($\rho$)</td>
<td>0.9743</td>
<td>0.9707</td>
<td>0.8995</td>
<td>0.8849</td>
</tr>
<tr>
<td>Minimal Time Window($\Delta_{95%}$)</td>
<td>0.1950</td>
<td>0.2172</td>
<td>0.4205</td>
<td>0.5841</td>
</tr>
<tr>
<td>Computational Cost</td>
<td>3570 sec</td>
<td>1 day +</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.6.** Comparison of performance based on different number of particles

The last two columns are empty because we do not know how long it takes to train the model for prediction.

As we can seen from Table.4.6, our GP model gives much better performance than SSRC and BioLCCC. Our model successfully reduce the $\Delta_{95\%}$ to a level of 0.1950 while the BioLCCC only gives 0.5841 and result of SSRC is 0.4205. That means our model reduces almost 20 mins of the time window which which reduce the computational cost and enhance the identification accuracy dramatically. In addition, the $\rho$ of our GP model is also higher than the SSRC and BioLCCC which means our prediction is more precisely than the other two methods.

What’s more, our GP model gives better performance than Elude which is considered as the most popular and best model so far. Although the difference between Elude and our model are not so significant in terms of correlation coefficient and minimal time window, the computational cost of Elude is much higher than our GP model. In big data analysis, such high computational cost could be a very serious problem and we should make a balance between the accuracy and the efficiency.
Considering that the computational cost of Elude is almost 24 times as our GP model’s while the predicted results are similar, the practical ability of our model is much stronger than Elude.
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Discussion and Conclusion

5.1 Limitation and Discussion

As we discussed in the previous chapter, GP outperforms most other models. However, there are still some limitations on this model that needs to be improved. Solving these limitations can have a significant impact on the accuracy of our method.

5.1.1 Model limitation

One of the main limitation is the computational cost of Gaussian Process model. Although the computational cost of our GP model is better than Elude, it is still a main problem due to the fact that the Gaussian Process Regression model is a non-parametric model. For training part, the hyperparameters are obtained by optimizing the likelihood function. Therefore, we need to compute the inverse of covariance function $K_n + \sigma^2_n I_n$ which makes the computational cost of the model to a level of $O(n^3 \times p)$ where $p$ is the times of gradient computation. As for the prediction part, the computational cost for each data is $O(n^2)$. When dealing a large amount of data, this drawback could become more serious and do harm to the implementation.

Another limitation of the GP model is the assumption of the Gaussian Noise which means the noise needs to fulfill the Gaussian distribution. This assumption makes the GP model easier when calculating the matrix. However, the noise is actually not a Gaussian Noise in some cases and this assumption will therefore influence the prediction and leads to worse results.
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5.1.2 Feature limitation

As for the features, the main limitation is the lack of information for our features. This means the BOW features do not have significant biological meaning. This limitation is reflected by the fact that the Elude features performs better than the BOW features in general.

However, on one hand, providing features with more information means the prediction are more likely to be precisely. On the other hand, compared to BOW features, the Elude features requires more time to be calculated. More importantly, the performance of these two features is actually not very different. This means that the features that are suitable for this task are still unknown and finding those features will require further investigation.

5.1.3 Optimization limitation

Like most evolutionary algorithms, PSO usually requires a large number of fitness evaluations to obtain a sufficiently good solution. This poses an obstacle for applying PSO to computationally expensive problems.

Besides, as all other heuristic algorithms, PSO do not guarantee an optimal solution is ever found. In fact, the optimized result could be slightly different from time to time but always has the same trend. More specifically, PSO does not use the gradient of the problem being optimized, which means PSO does not require that the optimization problem be differentiable as is required by classic optimization methods such as gradient descent and quasi-newton methods. As a result, it might find the local optimal value instead of the optimal value in the whole search space and consider it as the "global optimal value" due to the its convergence.

To overcome the shortages of the PSO method, a number of different methods based on the original PSO have been carried out, such as Gray-PSO, Chaos-PSO. Each of these methods has combined PSO with some other methods so that it could overcome the problem of the original PSO and have their own advantages when dealing with some specific tasks.

As for the CG method, one of the most limitation of the CG method is its dependency on the initial point which would have a great influence on the final result.
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Due to this limitation, the CG method could not ensure to converge to the minimum value in the whole search space.

To overcome this, there are many variations of CG. They could improve the performance of the original CG method when dealing with some specific tasks but they still have their drawbacks as well.

5.2 Conclusion

In this thesis, GP model has been proposed for the prediction of peptides’ retention time and tested in different datasets. The importance of kernel functions has been investigated and comparison has been made between single kernel function and multi-kernel function. The multi-kernel function combines the strengths of two kernel functions and improves the accuracy of the prediction results significantly.

Secondly, a new method of feature selection has been tested in this case. The feasibility of these features has been proved and their performance is almost as good as the biochemical features. Although the performance of these less-biochemical features are still slightly worse than the biochemical features due to the fact of lacking information, the efficiency of generating them and the flexibility of these features still imply the unique and powerful advantages.

In addition, two optimization methods have been implemented and compared with each other. Although, we only utilize the original version of them, they still make a significant impact on the experimental results.

Finally, the GP model was also compared with the other state-of-art prediction methods. The GP model has much better performance than most of them in terms of the minimal time window ($\Delta_{95\%}$) and correlation coefficient ($\rho$). Even compared with the best predicted model Elude, the predicted result of our model is still a bit better.

This implies a stronger and reliable processing capacity of our model when compared with the other models. More importantly, the computational efficiency of our model is much higher than Elude model which is a significant quality since a lot of biochemical experiments contain large amount of data that need to be processed.
5.3 Future Work

As we have analyzed before, one of the most important limitations of GP model is the computational cost. It is quite hard to overcome this problem since the Gaussian Process is non-parametric model. In the last 20 years, many new methods have been proposed to solve this problem. Tresp in [25] proposes a Bayesian committee machine (BCM) method and Snelson in [26] suggest a method based on sparse Gaussian Process using pseudo-input to enhance the computational efficiency. Therefore, one potential work in the future is to replace the original Gaussian Process with these new methods to investigate their performance. What’s more, one could even implement some new machine learning methods, such as deep learning to address this problem and test their performance.

Another potential direction to go on is the feature selection method. Currently, we only test two different kinds of features separately and both of them give similar performance. So a alternative way to continue is try to combine different types of feature together as new multi-features and investigate their performance.

One more interesting thing is about finding some more proper optimization method to overcome the shortages of current ones. Since we know that the original CG method has the weakness in terms of its dependency of the initial value and the Particle Swarm Optimization could not ensure the convergence to the minimal value of the entire search space, we could try to investigate some new optimization methods which could overcome these drawbacks.

However, the theory of Gaussian Process is not complete and there are still a lot of aspects need to be fixed and improved. It has been proved to be a powerful and useful tool but the application of it in biotechnological field is still not as common as it is in the others. Thus, we strongly believe that with the further understanding of Bayesian theory and statistical learning theory and the rapidly development of computer techniques, more sophisticated and practical Gaussian Process Regression models will be created and they will continually broaden their application fields in biotechnology.

Further, we should also see that the prediction of peptide’s retention time is just
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another example of implementation of machine learning method in biochemical problem. From a long-term perspective, with the help of computer science and machine learning theories, more and more advanced machine learning methods will be utilized to solve biochemical problems and with the development of biotechnology, more and more biochemical problems will arise which will also motivate the development of machine learning methods. The connection between machine learning techniques and biotechnology will become increasing strong in the further.
Bibliography


