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Abstract

Data Segmentation Using NLP: Gender and Age

Gustav Demmelmaier & Carl Westerberg

Natural language processing (NLP) opens the possibilities for a computer 
to read, decipher, and interpret human languages to eventually use it in 
ways that enable yet further understanding of the interaction and 
communication between the human and the computer. When appropriate data 
is available, NLP makes it possible to determine not only the sentiment 
information of a text but also information about the author behind an 
online post. Previously conducted studies show aspects of NLP 
potentially going deeper into the subjective information, enabling 
author classification from text data.
This thesis addresses the lack of demographic insights of online user 
data by studying language use in texts. It compares four popular yet 
diverse machine learning algorithms for gender and age segmentation. 
During the project, the age analysis was abandoned due to insufficient
data. The online texts were analysed and quantified into 118 parameters 
based on linguistic differences. Using supervised learning, the 
researchers succeeded in correctly predicting the gender in 82% of the 
cases when analysing data from English online users. The training and 
test data may have some correlations, which is important to notice. 
Language is complex and, in this case, the more complex methods SVM and 
Neural networks were performing better than the less complex Naive Bayes 
and Logistic regression.
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Populärvetenskaplig sammanfattning

Allt eftersom den digitaliserade erans v̊ag sveper över jordens alla hörn blir människan

alltmer uppkopplad. Faktumet att det är mer regel än undantag att en människa har

en smartphone kan idag till och med upplevas som en underdrift. Att inte inneha en

smartphone kan rentav upplevas som ett allmänt avvikande drag. Med detta ständigt

ökande antal uppkopplade människor ökar även intresset och möjligheterna att analy-

sera all data som skapas i och med detta. Alla inlägg p̊a sociala medier, alla likes, alla

skickade meddelanden, alla tankar publicerade i en tweet, till och med nedladdningen

av detta examensarbete genererar data om vad du gör, var du är och dina personliga

åsikter. Denna data lockar många olika typer av intressenter, b̊ade i industrin och inom

den akademiska världen.

Natural Language Processing (NLP) en gren inom Artificiell Intelligens som stud-

erar mänskligt skriven text och bland annat interaktionen mellan dator och människa

genom. Det öppnar möjligheterna för en dator att läsa, avkoda och tolka det mänskliga

spr̊aket, för att sedan först̊a och använda det, vilket ger upphov till ytterligare först̊aelse

mellan människan och datorn. Ett ofta studerat omr̊ade inom NLP är Sentimentanalys

som ämnar analysera och klassificera subjektiv information och åsikter fr̊an mänskligt

skriven text och praktiseras för närvarande kommersiellt. Företag fr̊an ett brett spek-

trum av industrier har sett potentialen av Sentimentanalys och i samband med det

ökande antalet användare online och de enorma mängderna data lockar den ännu fler,

framförallt företag specialiserade inom marknadsföring. Användare, eller potentiella

kunder som marknadsförarna ser dem, lämnar sp̊ar efter sig vart de än g̊ar p̊a grund av

deras uppkoppling, och vissa g̊ar ännu längre genom att fritt uttrycka sina åsikter p̊a

olika plattformar - omedvetna om den information de tillhandah̊aller och realtidsdatain-

samlingen som utförs. Detta skapar i sin tur möjligheter för alla, särskilt stora företag,

att skörda mängder data och utforska den for att producera otroligt noggranna och pre-

cisa analyser. För marknadsföringsindustrin har detta resulterat i ett paradigmskifte

där analoga marknadsanalyser l̊angsamt försvinner för att ta framtida, mer digitaliser-

ade vägar.

Notabelt är ändock att tidigare akademiska studier har visat att andra aspekter av

NLP potentiellt kan g̊a ännu djupare in i den subjektiva informationen och göra det för

datorn möjligt att avgöra vem författaren till en mänskligt skriven text är, helt utan

att tidigare känna till dess mänskliga egenskaper eller att visuellt se personen. Fr̊an

mänskligt skrivna texter, eller naturligt spr̊ak som det direkt översätts till, har klassifi-

cering av författarens demografiska faktorer s̊asom kön och ålder har framg̊angsrikt gjort



inom den akademiska världen. Dessa studier använder emellertid textdata fr̊an en och

samma onlinekälla eller plattform, resulterar i en homogen data beträffande textlängd,

struktur och kontextuella attribut. En datainsamling med en mer varierad uppsättning

insamlingskällor skulle potentiellt skapa bättre förutsättningar för klassificering samt

statistisk representation av de demografiska faktorerna av en verklig population och

därför även skapa ett bättre användningsomr̊ade för kommersiella ändam̊al.

Examensarbetet gjordes i samarbete med det marknadsteknologiska företaget Graviz

Labs och studerar den bristande insikten gällande demografiska faktorer av onlin-

eanvändare. Genom datorlingvistik studeras olika författares spr̊akanvändning och

fyra olika maskininlärningsalgoritmer konstrueras och tränas för klassificering av fak-

torerna kön och ålder. Under projektets varaktighet övergavs åldersfaktorn p̊a grund

av otillräcklig data. Med hjälp av maskininlärningsmetoden Supervised Learning, över-

satt till övervakat lärande, där algoritmerna lär sig att replikera och generalisera given

träningsdata, lyckas studien att prediktera faktorn kön med en träffsäkerhet p̊a 82%

vid analys av engelsktalande författare. Åsidosatt en potentiellt korrelation i studiens

dataset, indikerar resultaten att studien, med avseende p̊a träffsäkerhet, är konkur-

renskraftig i jämförelse med internationella studier. Studien p̊avisar även en framtida

kommersiell potential vid likalydande utformning.
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Glossary

AI - Artificial Intelligence

API - Application Programming Interface

AUC - Area Under Curve

FPR - False Positive Rate

IAA - Inter-Annotator Agreement

MLP - Multi Layer Perceptron

NLP - Natural Language Processing

POS - Part of Speech

RBF - Radial Basis Function

ROC - Receiver Operating Characteristic

SVM - Support Vector Machine

TPR - True Positive Rate
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1 Introduction

Data has often been described as the new oil. The value of the data itself is now

recognised throughout the world, just as oil has been for centuries. For the data to be

useful though, the user needs to know how to use and interpret it [1]. Big data is today

used in many fields of both the commercial and non-commercial business. Capitalising

on data is progressively becoming a necessity for companies to survive and stay up to

date with their competitors.

With the number of people online increasing together with the time spent online

per person, a larger part of people’s life is spent online [2]. For today’s businesses,

effective data utilisation is concerned with not only competitiveness but also survival

itself. Online user data is rapidly growing and a lot of it is free and open to use and

analyse. The large online banks of user data now provide personal information on

interests, opinions, feelings and locations. If done correctly, a lot of new insights about

people’s lives and behaviour can be extracted. If done faulty, people’s integrity and

rights to remain private may be intruded [3]. One way of extracting useful insights

from the online data is to measure the search frequency of a company’s name in search

engines in comparison with its competitors, which has been proven to be a surprisingly

good estimator of market shares [4]. This does not interfere with the privacy of the

online users, either.

Using natural language processing and sentiment analysis, auxiliary insights on

people’s thoughts of, and emotions towards, companies, products or services can be

interpreted. The insights may be helpful for businesses to develop marketing strategies

or new updated business plans. Today, this is a fast and cost-efficient method for market

analysis. The analysis lacks a quality that traditional market analysis methods have

though, which is demographic segmentation due to the possibility of being completely

anonymous online. The method, as it is constructed today, gives follow-up questions

that it can not answer. Which groups of people enjoy our product? Who think it is too

expensive? Who do not like the marketing campaign or who prefer another company’s

product or service?

At Graviz Labs, the company where this project was conducted, market analysis

are made using sentiment analysis and NLP. On their behalf, this research aims to

focus on linguistic differences and demographic segmentation. There are differences

on how people express themselves in text, depending on their demographic belonging

[5, 6]. Identifying and understanding these differences wisely together with the power

of machine learning and natural language processing may enable an automated and
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accurate categorisation of online text. To do so, the text has to be parameterised

and processed. This task comes with a plenitude of ethical responsibilities. When

analysing user data, the integrity of the user must not be intruded, and the usage of

such an automated categorisation machine must not be used in order to illegally profile

individuals.

1.1 Related work

Natural language processing and data classification are two fields of study with growing

interest in both the academic world and in business [7]. In this chapter, previous

research on subjects related to this project are being studied and presented.

1.1.1 Supervised learning

In natural language processing using machine learning, supervised learning is most

commonly used. Supervised learning is a method within the field of machine learning

that uses training data with existing labels in order to categorise the input data [8, 9].

Typically, a vector of parameters works as an input paired with the desired output

value which is called supervisory signal. The model is developed using many pairs

of training data (input vectors and paired supervisory signal). An inferred function

is developed that can be used to label unlabeled data (vectors of parameters without

existing corresponding supervisory signal) [10]. Examples of such supervised learning

models commonly used are Support Vector Machine, Naive Bayes and Neural Networks.

When analysing text using supervised learning it is crucial to find a method suitable

for transforming the text into measurable and quantified data since it is used as pa-

rameters in the machine learning model. The high-dimensional data, referring to data

with many parameters, must be tuned in order to give fair results. The tuning may

have a major impact on the performance of the model [11].

There are a lot of different supervised learning models for classification today suit-

able in different settings. In the classification of demographics, many supervised learn-

ing models have been used and evaluated. When comparing the models there are of

course differences in the setting of different studies, thus, one specific model might not

be preferred in another setting. When comparing popular NLP models, SVM has been

the preferred one in the majority of the cases [12, 13].
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1.1.2 Natural Language Processing

Natural Language Processing and text analysis have been used more frequently during

the past years and has until recently been leaning much towards the sentiment analysis

of a text in order to obtain for example opinions or attitudes [14]. There is a growing

interest in using Natural Language Processing for automatically predicting demograph-

ics such as gender and age [15]. The increasing use of social media and digital data

may improve the prediction of demographics as data is being more easily accessible.

Because of this, claims have been made that conducting interviews face to face is no

longer suitable. Instead, the opinions and attitudes can be found in peoples online

posts, as well as their gender and age [12].

When analysing texts within the field of computer science, one cannot just feed

a text into a computer and assume it will understand the text right away. It has

to be translated into something the computer can understand, process and analyse.

Therefore, natural language texts written by humans have to be converted into a data

structure that is applicable for the computer. Today, it exists no general agreement or

consensus for how that data structure should be created in order for the computer to

explain the essence of the text. More simple features representing parts of the natural

text has to be extracted which combined can describe the meaning of the natural

language. It is these features that act as the basis for the parameters when training

a NLP model in a supervised learning method. The features are themselves based

upon specific applications or information that represents a more general meaning of

the natural language text. What kind of information that captures something general

in the text is highly dependent on both how the text is written and what the analysis

should extract, and there are plenty of different methods to use [16].

These features are firstly based on information retrieval. Even here there exists

plenty of different methods, but one commonly used is the bag-of-words method and

its various variants. Secondly, the features can be based on syntactic information. This

is information of what the text actually consists of, in a linguistically sense. Methods

that can be used here are for example Part-of-Speech (POS), F-measure and n-grams.

Thirdly, the features can be based on semantic information. This is information that

refers to something that is meaningful for a specific person or context, in contrast to the

syntactic information. Methods that could be used here are word-sens disambiguation,

semantic role labeling and many others [16].
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1.1.3 Sentiment analysis

Sentiment analysis is the use of written language to analyse opinions, sentiments, pref-

erences, emotions and attitudes. It is one of the most active research areas within the

field of natural language processing. When used in data mining, sentiment analysis may

enable the user to interpret the results with a broader understanding of the emotions

behind the user data [14].

Lately, sentiment analysis has increased in use and is now being adopted in other

sciences as well, such as management and social sciences [17]. Especially, the area

of data-driven market analysis is implementing sentiment analysis to a greater extent

where it is used to interpret the large amount of text from social networks, blogs, online

forums and reviews. Now, the opinion of people can be analysed from online data every

day, without depending on extensive and costly surveys.

1.1.4 Demographics and linguistics

Linguistics is the scientific study of language. It consists of analysing the form, meaning

and context of the language use. Usually, linguistic research is practiced by observing

communication and the experienced discrepancy between the spoken or written word

and the actual meaning of the communication [18, 19].

Sociolinguistics is the study of how social factors affect language [20]. Particular

emphasis is placed on the social and cultural embedding of the spoken and written

language, as well as its variation and change. An important key point within the

science of sociolinguistics is that language reflects and shapes society.

Demography is the science of a population’s distribution, size, and composition [21].

It may refer to sex, age, occupation, income, religion, ethnicity, interests, education,

marital status or any other category of interest.

The way people express themselves does depend on their demographic affiliation

[22]. The linguistic differences also vary depending on the medium where the language

is used. One person may express him- or herself in one way on social media, but

differently in everyday speech [5]. It is therefore of interest to consider where or how

the communication is taken place when studying the language use.

1.2 Ethics in online user data

The increased use of the Internet and mass collection of research information has given

data scientists the opportunity to analyse people and their behaviour without asking

them. Data which has been provided by the users themselves can be used to understand
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their political preferences, who they are seeing, their economic interests and much more.

Social media is a major contributor to this trend, as each post, like, share or comment

can be turned into analysable data [23]. Previously, social research has been limited

by the size of the possible data to collect and has not been more than a few hundred

thousand data points. Now, these social research projects can consist of millions of

data points. The data can be referred to as ”big”. However, big data is not only big

according to its size, the quality of the data and what it refers to also matters [24].

Collecting big data probably involves millions of individuals and their personal data

needs to be handled with well thought-out ethical reasoning. The citizens’ rights to

privacy, freedom of speech and their trust in academic research can be jeopardised if the

research is conducted in a bad way, or without respecting and protecting their data. It

is hence important that an ethical reasoning framework is to be created as the first step

of conducting a research. The framework is to be considered throughout the research

process and is of utmost importance to prioritize for the entire world of academia. In

this section, a discussion upon general data ethics, privacy and discrimination factors

is held. There is a section for the ethical framework of this particular research, too.

This can be found in 1.2.4.

1.2.1 Privacy in online data

There has been a balance shift in the use of internet and people are now “public by

default and private by effort” [25]. When using user data from online resources, ethical

considerations are desirable, if not necessary. One common demarcation is to use only

data that the average user understands is open to the public, for instance their public

tweets or blog posts but not their private chat messages. In some websites’ ’Terms and

Conditions’ documents, private messages have been included in their open application

programming interface (API) or even free for the website owner to use or sell. A user

might not read the ’Terms and Conditions’ document and the morality of analysing or

publishing that data may be discussed.

1.2.2 Gender as a variable

Gender is a common variable in NLP studies [26]. Although, it is not common for

studies that include gender as a variable to explain how the gender labels were ascribed

to the authors. Firstly, the term gender must be explained. There are many views of

what gender is and how it functions and view appropriate for a given project depends

on the research questions and the expected analysis. However, the two major views on
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gender is the folk view and the performative view [26]. The folk view is the hetero-

normative binary gender perception that a human is either man or female and the

gender is decided upon birth [27]. Meaning, the two categories are taken as natural and

binary. The ”gender classification” are then ”male” or ”female”, which are actually sex

categories. An alternative would be to classify the genders as ”masculine” or ”feminine”

[26]. Although there are human beings who do not identify themselves within either of

these two categories. Some people want to be referred to as transgender, non-binary

or gender non-confirming. The folk view does not include these people, which could

be discriminating [28]. The performative view of gender examines gender in terms

of “the behaviors and appearances society dictates a body of a particular sex should

perform” [29]. The performance view of gender corresponds to norms and conventions

of the society, and reinforces the same norms and conventions, according to Larson [26].

This approach to gender could be used to investigate how people act, speak or write

depending on their gender. The performative view could, opposing to the folk view,

be non-binary. Whilst gender can be explained in many ways, a research study should

state how it intends to use the term. This is stated in section 1.2.4.

1.2.3 Age as a variable

Age is, just like gender, a ground for discrimination [28]. Labelling user data with

age might not sound harmful but used together with other information, also known as

data aggregation, it may intrude on user privacy. One way of making the data more

anonymous, but still be able to perform mathematical analyses is to set age intervals,

which are used in this research.

1.2.4 Ethical framework for this research

This research and product development project comes with ethical concerns. It manages

and monitors opinions of online users and categorises them according to gender and age.

To do this in a proper way, four key points [26] are stipulated to be conformed. These

four are the following:

i Explicit theory of gender and age

The concept of gender is used in the terms of masculine or feminine. The research

is aware of the existence of other genders but a limitation to these two has been

made. The research is aware that age and gender can be sensitive information

and will not highlight the proposed age or gender of any individual, but only on

a high level view.
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ii Explicit label assignment

Label assignment occurs four times in this project. The first two times when

constructing the training data. The training data is initially unlabeled but is

labeled by using author information from the original data. The decision on

gender labelling can be made upon different factors or information. The label

assignment is done according to the folk view. Used factors are names, titles

and gender roles such as ’father’ or ’actress’ for gender. For age, occupation and

explicit written age is used for splitting age groups into pre working age, working

age and post working age.

The second two times the project assigns labels to data points is when analysing

the text. At this point, the performative view of gender and age is used. This

text is written in a masculine way and this text is written in an elderly way, could

be two conclusions. The end product should be able to, on a broad demographic

scale, predict the genders of the authors of many online opinions.

iii Respect individuals

In this project, no original data that can be connected to an individual will be

published. The interest of the study is the overview of the data and the broader

conclusions that can be made. The research only uses data that the online user

has chosen to share publicly online.

iv Transparent use of the data

Throughout the project, the research will be transparent on what data it uses

and how it uses the data. It is important to be able to understand where the data

comes from, how it is processed and analysed and where it is stored.

1.2.5 Ethical consequences of the project

By using and following the framework described in 1.2.4 the privacy of the online user

will be maintained and the product will be used to analyse demographic differences in

market opinion. If this research does not follow the framework and the data is misused,

there are definitely ethical concerns to consider.

Mainly, these techniques can be harmful if used not on a high demographic level, but

to instead investigate specific online users. They could be used for automated profiling

of online users, if labels as education level, ethnicity, salary and political opinion were

added to the training data set. This research will treat and analyse the data and with

care, and promote a restrictive and careful use of personal data.
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1.3 Research definition

This thesis addresses the lack of knowledge of demographic insights on the online user

data by studying language use in written text. The ambition has been to investigate and

evaluate the challenges and problems in analysing text from different sources in different

formats. The product goal has been to produce a well-tuned artificial intelligence (AI)

model that can produce age and gender insights on people’s opinions when performing

data-driven market analysis. In production, the model should be able to correctly

predict 85% of the data for age respectively gender. The thesis research evaluates

and compares four different supervised machine learning models frequently used in

text analysis. The evaluation and comparison will, in turn, be based on a number

of measured factors, stemming from the model effectiveness. Accuracy, precision and

recall will be the three main measurements.

The run time of the models is also an important factor to observe. In order to obtain

a sufficient degree of effectiveness the model has to perform well on big data as well as

having a reasonable run time. In order to have a scalable model, the run time should

ideally be proportional to the amount of data.

1.4 Disposition

In this first chapter, an introduction to the field of study has been made. Relevant re-

lated work within supervised machine learning, natural language processing, sentiment

analysis and linguistic have been presented and an ethical discussion and framework

have also been introduced. In chapter 2, theoretical concepts of machine learning, NLP

and calibration methods are presented. The data set, the build of the AI and the

methodology of the project are presented together with the limitations of the research

in the third chapter. In chapter 4, the results are presented which are then followed by

a discussion in chapter 5. Chapter 6 proposes future work and chapter 7 summarises

the research and makes the final conclusions.
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2 Theory

2.1 Machine learning in classification

Machine learning is described as the study of algorithms and statistical models that

improve automatically when being run by computers. Machine learning is a subset of

AI and can be used for either regression or, as presented in this thesis, classification.

Based on training data, the model can make predictions after analysing this data with

its machine learning algorithms. The trained model is applied to previously unseen

data in order to classify the data. There are two main categories for this type of

AI: supervised or unsupervised machine learning. What separates the models are their

target output. In supervised learning, there are pre-stated corresponding target outputs

for the model. In unsupervised, there are none. This means that in supervised learning,

the computer knows what to look for, in contrast to unsupervised learning [30].

2.2 Classification models

In this section, four classification models will be presented. The choice of these models

has been made based on a couple considerations: The models must not be too simi-

lar, they must be suitable for the given data, and they should be adaptable for NLP

problems.

2.2.1 Logistic regression

Logistic regression is a frequently used classification model within both social and nat-

ural science. The model is advantageous when the objective is to find a correlation be-

tween features and carry out a classification on observations with two or more classes.

The first case is the basic form of the model where the input data has two differ-

ent classes and the model should distinguish between the two based on the individual

characteristics of the input data point [31].

Logistic regression uses a logistic function to model the output, being binary or in

other words two distinct classes. To compute the probability of an observation belonging

to one of the two classes, the used logistic function is typically a sigmoid function.

f(x) =
1

1 + e−k(x−x0)
(1)

Subsequently, the logistic regression model is learned by using an estimation method.

This method is usually the maximum likelihood method and is using an iterative ap-
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proach when estimating the parameters in order to find the best model fit. The most

likely parameter values are chosen and the model can therefore maximise the likelihood

of the occurrence of an event [32].

2.2.2 Support Vector Machine

A Support Vector Machine (SVM) is an automated support vector classifier made from

using kernels to enlarge the feature space [33]. The support vector classifier is a clas-

sification approach in a two-class environment, with a linear boundary between the

classes. What is not unusual though, is the boundary being non linear in a classifi-

cation problem. A linear classifier could, in such a scenario, possibly compromise the

performance. Therefore, some transformations or additions can be made in order to

convert the linear classifier into non-linear one. This is done by applying functions with

quadratic or cubic terms on the predictors, creating an enlargement of the feature space

possible. For instance, fitting a support vector classifier using p features,

X1, X2, ..., Xp

could be alternated into a method with 2p features, with both linear and quadratic

characteristics,

X1, X
2
1 , X2, X

2
2 ..., Xp, X

2
p

which would generally make the decision boundaries of the original feature space non-

linear [33]. The alternation of the features in an SVM is operated with a similar method

and is called a kernel function. There are multiple nonlinear kernel functions available

and trial and error-method is the proposed way of deciding which to use. Generally,

linear kernels are fast but less accurate and non-linear kernels can be very accurate

but are more computationally expensive [34]. The SVM is also a robust and effective

method to use when analysing high-dimensional data sets [35].

2.2.3 Naive Bayes

A Bayesian reasoning sees inference in a probabilistic way. The assumption that the

statistics of interest is governed by probability theory and probability distributions is

a major key. Another important assumption for Bayesian reasoning is that optimal

decisions can be made when carefully observing the data [30]. This type of reason-

ing provides a quantitative approach to weighing the statistics supporting different

alternatives to the hypothesis, and works well in machine learning. It is important to

machine learning because it provides a quantitative approach to weighing the evidence
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supporting alternative hypotheses. Bayesian reasoning provides the basis for learning

algorithms that directly manipulate probabilities, as well as a framework for analysing

the operation of other algorithms that do not explicitly manipulate probabilities.

The Naive Bayes Classifier is an independent feature classifier, assuming that the

state of a particular feature of a class is unrelated to the state of any other feature [36].

The classifier is based on the Bayes’ theorem and combines the Naive Bayes probability

model [37],

p(Ck | x1, . . . , xn) = p(Ck)
n∏

i=1

p(xi | Ck) (2)

with a decision rule, usually the maximum a posteriori (MAP) decision rule. That is,

picking the most probable hypothesis. The probability model combined with the MAP

decision rule constructs a function, or a Bayes classifier, assigning a class label ŷ for

some k in the class C in equation 3:

ŷ = argmax
k∈{1,...,K}

p(Ck)
n∏

i=1

p(xi | Ck) (3)

Even though the design is naive and very simplified, Naive Bayes has been proven a

well working classifier for many complex problems [36]. Naive Bayes does, however, not

depend on any tunable hyper-parameters.

2.2.4 Neural networks

An artificial neural network is a machine learning method similar to the biological

neural networks in the human brain. It is mainly used for classification problems and

its setup is consisting of an input layer, a set of hidden layers and an output layer [38].
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Figure 1: The layers of a neural network

Each layer in the neural network is composed of artificial neurons that receive mul-

tiple inputs and produce a single output that is sent to the neurons in the next layer.

The inputs to a neuron can be sampled and structured feature data, or the output of a

neuron from the previous layer. The links between the layers in the neural network, in

Figure 1 represented as arrows, are called edges and all have an individual weight that

adjusts the strength of the signal. The edges are also connected to some bias. In calcu-

lations, the weights are commonly represented as Wi and the bias as bi. The outputs of

the final output neurons of the neural net are supposed to finish the task, determining

the class of the input data. To do so, the neural networks sum the weighted sum of all

inputs and its bias terms and runs an activation function to produce the output. This

activation function can be varied for different solvers [38].

The incoming flow ξi to node i is the sum of the weighted outputs wijxj for the all

nodes in the previous layer:

ξi = bi +
∑
j

wijxj (4)

In equation 4, j represents the nodes in the previous layer. The output xi is produced

by applying an activation function to the input ξi [30].

Neural networks in supervised machine learning are given pairs of inputs and desired

outputs to use in training. A loss function is used to penalise the model when it makes
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faulty predictions and rewards it when it makes correct ones [38]. The network then

trains itself by adjusting the weights in the edges so it minimises the loss function. This

is done repetitively until the loss function has converged and is stabilised at some value.

This indicates that the training is finished and that the model now can be tested in

practice [30].

An example of a neural network is the Multi layer perceptron (MLP). It is a deep

neural network composed by a learning algorithm with an aim to solve problems of high

complexity using multiple perceptrons, each staked in multiple layers. The perceptrons

of one layer send out signals to each perceptron of the next layer which in its turn can

be connected to a large number of perceptrons. Given this structure, MLP have the

capacity of being a system of high complexity and hence strong predictive capability

[39].

In a practical use, the MLP can be obtained as a pre-built model facilitating the

use of the neural network. The user is able to tune the model by adjusting a set

of parameters [40]. Some common, often adjusted, ones are the size of the hidden

layers, the type of activation function used in the hidden layer and what solver used

for optimising the weights [39].

2.3 Natural language processing

The objective of NLP is to take a text written in any language and convert it into a data

structure that in turn can describe the meaning of the input text, also know as natural

language [16]. When working with NLP and classification through machine learning,

it is crucial to understand the fact that machines cannot take any raw information,

in this case written text, and represent it as a whole. Today’s language technology

is constituted on representations of different knowledge levels of the language, being

phonology, phonetics, morphology, syntax, semantics, pragmatics and discourse. In

order to make use and capture these representations of the language, machine learning

models are adopted. With their rules, logic and probabilistic methods, classifications of

the representations, produced by the NLP, are possible [31]. In the following sections,

some of these representations, or formal models [31], will be presented and hereby

referred to as feature classes.

2.3.1 Feature classes

Feature classes are smaller representations of a text as a whole in order to both fit the

data structure of a machine, and to capture the knowledge of the language [16, 31].
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In order to create generalised models for the feature classes that fit all, some text pro-

cessing has to be made before feeding the models. Although, this is normally the case

for traditional sentiment analysis using NLP. Here the objective is to grasp the sen-

timent, typically being positive, negative or neutral, of any written text. Therefore,

using normalisation becomes a matter of course as informally written text of, for exam-

ple, a positive sentiment can be written and expressed in a countless number of ways.

All these different ways of writing are normalised and gathered to represent one sen-

timent where the normalisation process often includes word tokenisation, normalising

word formats and segmenting sentences [31]. Doing this on an entire text reduces its

uniqueness, something inevitable for classification of demographics. The normalisation

could nevertheless be altered in multiple ways and be carried out on specifically given

words or sentences. Capturing the uniqueness and the demographics of an author has

previously been done with the methods presented below. These studies have shown

that the methods alone might not accomplish the goal of classifying authors being male

or female, although combinations of methods increase the linguistic variation analysed

and could therefore enable gender differences to be found in texts.

F-measure

When studying texts, or language in general, the concept of its context is frequently

touched upon. The concept could, however, be viewed not only from the logistical

perspective but can also be related to specific domains of language activities. Such a

domain is the language education. Human beings learn language from multiple different

sources, and the sources in turn differ on what principals they are based on. These

principals include how the learning should be organised, how progressive it is and what

the systematic manners are. The principals are as made for people learning in different

ways and acquiring different knowledge about the language, where the basic factors are

geographic position, socioeconomic status, culture and norms [43].

To grasp the context of a text, the researchers have created a basic dimension of

the linguistic communication called the formality and contextuality continuum. The

formality, or a formal expression, is one that attempts to, within the text itself, include

as much information as possible. Characteristics of the formal expression are detach-

ment, precision, objectivity, rigidity and cognitive load. In contrary, the contextuality,

or a contextual expression, is based on the context of the author and the receiver, and

tinged by the implicit information the both parties possess. The characteristics of the

contextual expression are lighter, flexible, subjective, and both less accurate and infor-

mative. To empirically be able to use this continuum, the researchers have presented
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an empirical measurement called F-measure. It is based on the most important word

classes and their occurrences in a text. For the formal expression, the used classes are

nouns, adjectives, articles and prepositions. Contrarily, for the context expression the

most used classes are pronouns, adverbs, verbs, and interjections. [44]

Calculating the score of formality of the F-measure is done by adding the frequen-

cies of the formal word classes to the F-measure value. From this, the frequencies of

the contextual word classes are subtracted and subsequently normalized allowing the

measure to between 0 and 100%. The F-measure will always increase with an increase

of the frequencies of formal words and it has been shown that applying this measure-

ment to a corpus, a reliable distinguish between the two classes of expressions can be

found [44]. Through this a noticeable difference between men and women can be found,

comparing the scores of the F-measure [13].

Part of speech

Closely related to the feature class F-measure is the Part of Speech tagging, hereby

referred to as POS tagging. POS has been around since 100 B.C when Dionysius Thrax

of Alexandria’s work was created, something that the modern linguistics today is based

upon. His work included theories of the vocabulary, but also the parts of speech we use

today, 2000 years later, namely; noun, verb, pronoun, preposition, adverb, conjunction,

participle and article. This set of word classes make up almost all European language’s

POS descriptions and is one of the foundation stones of the language as we know

it today. The POS tagging is beneficial when studying a text because of its ability

to tell a great deal about a word and the adjacent words. Classifying, or tagging,

a word as one of the POS word classes can advantageously assist the prediction of

the neighboring words, as well as the syntactic structure of the text. POS tagging

is frequently used for information extraction, co-reference resolution, or as it will be

used for in this project, speech or writing recognition. In conclusion, POS tagging is a

procedure where each word in a sentence or sequence is assigned a label based on a set

of word classes or syntactic categories. These are primarily nouns, verbs, adjectives,

adverbs, prepositions, particles, determiners, conjunctions, pronouns, auxiliary verbs

and numerals [31]. POS tagging has also been effective for classifying authors when

combined with other features such as stylistic behaviours or word corpora [41, 42].
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Stylometric features

Closely related to the POS features are the author preferential features. These stem

from a linguistic research referred to as stylometry where focus lies on identification of

author attributes in order to evaluate the various styles of writing among the authors.

The theory of stylometry is based on the presumption that the individual author pos-

sesses a specific and individual writing style that constitutes the author attributes. The

most elemental methods behind the stylometry is basic counts such as the number of

sentences in a text, word counts, word length and counts of different punctuation which

all supports the initial steps to identification. Given these first attributes, further tools

or sub features within the stylometric features can be used. These are lexical, syntactic,

structural and content-specific features as well as style markers [45, 46]. It has been

shown, through stylometric feature research, that there exist differences in women and

men writing. Women are more prone to use adverbs and adjectives derived from the

emotional continuum. Contrarily, men tend to convey independence and are influenced

by hierarchical structures. Regarding problems, men are typically solution-oriented and

proactive in their writing, while women are more reactive and focusing on the contri-

bution of other people, expressing an understanding, agreeing and taking a supporting

role [47].

Base features

When analysing text and performing feature extraction, it could be of interest to ini-

tially extract some base features as a first step in the analysis. Base features are simple

in their form and not necessarily computationally complex or heavy. Usually it is vari-

ous counts such as the amount of words per sentence, the total amount of characters in

a text, the amount of characters per sentence, the amount of special characters, spaces

or digits. It could also include some numerical means such as the average length of the

words or sentences. These values or parameters can then, in turn, act as the basis for

further analysis and feature extractions. Counting the frequencies of words in texts has

previously been done in studies of gender classification [48, 49, 50]. A well known tool

that has frequently been used and tested in such studies is one called Linguistic Inquiry

and Word Count (LIWC) [51]. This tool counts and sorts words and categorises them

into groups based on their class, creating dictionaries. It can also measure the lexical

richness of an author altogether making a gender prediction possible. The idea of the

tool is reproducible, making a customisation possible to possibly obtain an improved

fit for a specific purpose. This has been done in a study from 2016 [52] where an open
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source reproduction of LIWC was made, created with similar feature classes such as

grammatical extractions, various counts, word clusters and dictionaries.

2.4 Calibration methods

Calibration is a broad concept that can refer to various techniques to reach different

types of wanted outcomes. There are methods for calibrating the machine learning

models themselves, and also several methods to calibrate the sampling of the data to

feed the models. These can be seen as two different ways of reweighing something to

reach a goal. Either the model itself is calibrated to fit the used data, or the data is

calibrated to fit the model [53]. In the case where the model is calibrated to reach

a wanted outcome, one possible method is to tune the hyper-parameters based on

the model response. This response is obtained by evaluating the model which can

be conducted with several techniques [54]. In the following section 2.4.1 the hyper-

parameter tuning will be further explained and the evaluation techniques are presented

in section 2.5.

2.4.1 Hyper-parameter tuning and weighting

In machine learning, there are two main ways to calibrate the method and improve the

results when an algorithm already is chosen. The machine learning algorithm is changed

by altering the features of the algorithm. These features are called hyper-parameters.

Hyper-parameter tuning may be different for different machine learning algorithms [55].

The goal for hyper-parameter tuning is most often to increase the accuracy by lowering

bias and avoiding over-fitting. This is done by defining a loss function and tuning the

parameters to minimise this function [55]. The other way of improving the results is

to calibrate the in-parameters. This is called weighing and is a method for finding the

correct weights of every parameter, as one parameter may be more significant than

another [56]. Weighting can also be done for classes, to calibrate the model to be more

or less likely to predict a certain class. One usage of this is to calibrate the model to

represent a population better, when the population is known.

2.5 Evaluation

Evaluation is an important procedure in academic studies, especially in comparisons

of methods and establishments of advantageous configurations for the used data and

context in which the study was carried out. In binary classification problems the most

frequently used measurement for evaluation is the accuracy. In a combination with
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the error rate the two measurements give the researcher a human understandable, easy

calculated and low complexity score of the quality of the method [57]. Although these

two measurements are widely used, it exists a lack of descriptive ability concerning

discriminating between errors of different characteristics [58]. Regardless of the number

of classes, these limitations can, depending on the context of the study and its purpose,

prevent information to be obtained and create a skew in the class distribution with

regards to the support from the classification models. Consequently, this results in

insufficient foundation to base the most optimal method upon and more substantial

and detailed measurements might have to be produced [57].

2.5.1 Evaluation metrics

To evaluate the performance of the models, the confusion matrix presenting accuracy,

precision, recall and F1-score as metrics is a simple and easy-to-understand tool [59].

The matrix evaluates the model by categorising the results of the model as Negative

or Positive and True or False for every class. The matrix is a tool to investigate if the

model is biased or tilted in some way. The metrics are calculated as

Accuracy =
TN + TP

TN + TP + FN + FP
(5)

Precision = Confidence =
TP

TP + FP
(6)

Recall = Sensitivity =
TP

TP + TN
(7)

F = 2 · precision · recall
precision+ recall

=
TP

TP + 1
2
(FP + FN)

. (8)

The confusion matrix is although discussed due to its tendency to display biases as

definite results [59]. Therefore, it is important to be aware of the biases of the classifier

to be able to interpret the results correctly.

2.5.2 ROC-curve

Overcoming bias or the tilt in the models has been studied frequently, and within the

machine learning community the Receiver Operating Characteristics analysis has proven

to be a useful tool for problems of this nature. The values in the previously presented

evaluation matrices are sometimes considered poorly motivated. According to Powers

[59], they are not taking into account the performance when managing negative cases,

they are spreading biases and inherent misalignment, and neglect the performance at the
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chance-level. This criticism is although highly dependent on the context in which the

evaluation is used. In general Machine Learning the Recall is often ignored, but has in

Computational Linguistics proved to be of importance in the success and performance of

word alignment [60]. Because of the confusion matrices’ varying quality and contextual

affiliation, the ROC analysis has become a popular additional metric in the fields of

machine learning. The ROC-curve’s geometrical format gives the analysis different

perspectives as opposed to other performance measurements as well as an insensitivity

to skew[59, 58]. These perspectives are presented through the ROC graph and brings

to the analysis aspects of visualisation, organisation, and selection of classifiers founded

on their performance.

The analysis is based on the following equations

TruePositiveRate = TPR =
TP

P
=

TP

TP + FN
(9)

FalsePositiveRate = FPR =
FP

N
=

FP

FP + TN
(10)

The ROC graph plots the true positive rate on the Y-axis against the false positive

rate on the X-axis in a two-dimensional space and makes trade-offs between the TP

and the FP, which can be interpreted as the benefits and the costs [58]. This creates an

opportunity to compare models and subsequently choose the optimal model threshold,

which in the graph is in the top left corner, with the coordinates (0,1) indicating a

0% FPR and a 100% TPR. The chance-level is therefore somewhere along the positive

diagonal, and below is worst than chance [59, 58]. The ROC graph also allows for con-

tinuous outputs, e.g. data points with the label given as a value in a confidence interval,

where the graph can apply a threshold in order to predict the class and is very useful

when a specific performance is set and insufficient results discarded [58]. To compare

models using ROC-curves, AUC-scores can be used. AUC is an abbreviation for Area

Under Curve and provides a measure of performance across all possible classification

thresholds. Generally, a high AUC-score means that the model is well suited for the

problem.

2.5.3 Cross validation

Whilst the ROC-curve addresses the problem of bias and skewness, cross-validation

provides valuable insight when empirically selecting a method of classification as well

as evaluating performance [61]. Cross-validation is widely used in applied machine

learning to evaluate model performance and their skill to predict unseen data when
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using a limited data sample. The method provides a somewhat pessimistic measurement

of the predictive generalisation accuracy of the model.

There are various types of cross-validation methods to be used in different settings.

The general procedure includes to randomizing the data, partitioning the data into

groups and then to cross-validate these against each other, for example the groups of the

data is trained on the remaining data one at a time. In k-fold cross-validation, the data

are partitioned at random in order to set up relatively equal sized k disunited subsets.

The average from the multiple rounds over all k-folds gives an estimate of the predictive

generalisation accuracy of the model trained the full sample. Some researchers argue

that cross-validation gives an un-biased estimate of predictive performance [62], whilst

other argue that cross-validation is dependent on prior knowledge and hence is affected

by inductive and cognitive biases [63].
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3 Method

In this chapter, the method of the research is presented. Firstly, an overview of the

workflow of the project is given. The following part is a walk-through of the data, be-

ginning at the data collection followed by the labelling and parametrisation processes.

This is thereafter followed by a presentation of the choices of machine learning algo-

rithms including motivational statements to why the algorithms were preferred among

others. This chapter’s final part highlights the limitations of the project.

3.1 Workflow

As the objective of this study was to evaluate and compare different machine learning

models performing classifications with NLP, a workflow was established to obtain a con-

sistency throughout the evaluation and to ensure a comparability between the models.

The following approaches were used for the tested machine learning models,

i Data pre-processing

All classification models were trained on the same data set which is pre-processed

according to the charts below. The different parameters require the text data to

be somewhat individually processed, which will be summarised in Figure 2 below.

Figure 2: Flow chart of the data pre-process
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ii Parametrisation

The parametrisation is referred to as the process of extracting the features from

the classes and merging them into the feature vector where each element of the vec-

tor is identified as a parameter which the machine learning models subsequently

base their classification upon. The process is illustrated in Figure 3.

Figure 3: Flow chart of the process from features to parame-
ters in train and test set

iii Classification model construction and evaluation

The flow chart in Figure 4 below illustrates the overview of the general process

from constructing a model, to training it, and eventually to the final model capable

of predicting the demographics of the text data.
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Figure 4: Flow chart of the process from model construction
to final model

3.2 Data

This research requires two initial attributes for every data point, a piece of text to

analyse and the ability to determine the gender of the author. To ensure a higher

performance, additional requirements were implemented throughout the process.

3.2.1 Data collection

The collection of the data was carried out with the company Graviz Labs. They obtain

data exports from an external company https://sv.overleaf.com/project/5f6476ec55323f0001757df4that

provides up-to-date perception data from online platforms such as Google news, YouGov,

Twitter, Instagram, Facebook and Reddit. Graviz Labs extracts data from this com-

pany everyday and stores it in their Google Cloud Platform. From Google Cloud

Platform, an export was made for this project in the size of 30 000 data points. These

data points origin from a limited set of queries. This limited set of queries created an
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unwanted correlation between the data points, while some of them originated from the

same source, forum, region and users. In Table 1, key parameters from one original

data point are displayed. This example data point is from the query ’Covid-19’ and

comes from a news article which is labeled as ’social blogs’ by the external data com-

pany. Even though ’Covid-19’ is not in the ”document hit sentence”, the text has been

interpreted as a ’Covid-19’-text. For some of the data, primarily the data from Twitter,

the parameter ”document hit sentence” was empty. Since this was the one parameter

to analyse in the machine learning process, a solution for this was needed. By using the

URL from the original data, the hit sentence could be obtained by running the URL

through a twitter API fetcher and download the whole tweet.

Table 1: Key parameters from one data point from original export

Parameter Value
”document visibility” ”public”
”document url” ”https://daily-telegraph.co.uk/...”
”source name” ”social˙blogs”
”source information type” ”social”
”document title” ”NI ‘could be recording 600...”
”document sentiment” ”neutral”
”document hit sentence” ”Foster said the measures do not

represent a second lockdown but should
act as a wake-up call. She and deputy
First Minister Michelle O’Neill sounded
the alarm as they called for a big push
to curb the rising number of infections.”

24



3.2.2 Cleaning and pre-processing

Prior to analysing the data, it had to be cleaned and processed. By removing faulty

characters, encoders and unnecessary information, the analysing process will be cheaper

and more accurate [64]. An overview of the cleaning and pre-processing made prior to

every individual feature extraction method is presented in Table 2.

Table 2: Cleaning and pre-processing for every feature extraction method

Cleaning Removing Stopwords Tokenisation Stemming Parameters
Base Features X X X 0-15
Stylometrics X X X 16-30
F-measure X X X 31
POS X X X 32-40
Word types and classes X X X X 41-118

Cleaning: Removing non-analysable characters and encoders

In every ’hit sentence’, URLs, UTF-8 encoders and non-analysable characters such

as ’/n’ and email-addresses were removed. This was done in order to reduce model

complexity.

Data points with ’hit sentences’ shorter than 30 characters were removed while the

sentence was considered too short for text analysis.

In the Twitter data, every retweet1 was removed as well.

Stop words removal

Stop words are commonly words that do not affect the meaning of the text and that

we want to ignore, such as ’a’, ’an’, ’the’ or ’in’. This is performed by using the nltk

toolkit and is not used in the script for retrieving base features, such as ’total words’

or ’words per sentence’, while the use of stop words has been considered valuable in

these features. This was done for all feature classes except for the base features since

it counts word per sentence and the stop words are therefore significant.

White space word tokenisation

Tokenisation is the process of separating words from each other. This is done by splitting

the text on every white space, creating a list of separated words to be analysed and

processed individually. For example, the sentence ’This is a sentence’ is tokenised into

[’This’, ’is’, ’a’, ’sentence’]. This was done for all feature classes.

1On Twitter, a ’retweet’ is a repost or forward of another users tweet. The retweet is not considered
written by the user who retweeted it, and should therefore not be included in the research.
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Word stemming

Some kind of text normalisation is considered to be inevitable when performing NLP.

It refers to the process of converting the text or, more specifically, the words to a more

simple or convenient form. One part of the text normalisation is the above mentioned

tokenisation, another part is the following one called word stemming. It derives from

lemmatisation which is a method used for converting a word to its original form. To

present an example, the common lemma for the two words sung and sang, is sing.

The method of lemmatisation will therefore associate all similar verb conjugations to

the word sing. Stemming on the other hand is a much more simple adaption of the

lemmatisation and used in this research to decrease model complexity. Instead of

mapping conjugates of verbs to the original verb, it focuses only on the suffix of a

word and strips it off, ending up with only the root word [31]. Stemming was used for

the feature classes base features, gender differentials and word class features, while the

other classes depend on word suffixes.

3.2.3 Labelling

From the cleaned and processed data set of 18 000 data points, a selection of 2 000

data points was made with the same source distribution as the original data. The data

points were manually evaluated one after one and labelled with gender and age. The

gender was labelled 0, 1 or null representing female, male or unknown. The gender

labelling was made consistently depending on three key author attributes that were

searched upon in the URL from the original data set. These are:

1. first name,

2. gender dependent titles such as ’father’ or ’actress’ and

3. honorifics.

The first name of the author was checked using the gender checker database2. First

names resulting labelled as unisex by gender checker were labelled as ’unknown’. If no

name was revealed, gender dependent titles were looked for together with any honorifics

such as ’Mr.’ or ’Miss’. For age labelling, titles, in-bio information and username

analysis were used. Examples were ’retired lawyer’ (post-working age), ’Chloe, 17’ (pre-

working age) and ’@nicholas1994’ (Working age). In newspaper articles, the author was

considered to be in working age at all times.

2The gender checker database is a database used by companies such as Microsoft, Ebay and Google.
Online tool is available at https://genderchecker.com. [2020-11-09]
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Table 3: Labelling

Label Value Represented value
Gender 0

1
null

Female
Male
Unknown

Age 0
1
2
null

Pre-working age
Working age
Post-working age
Unknown

3.2.4 Parametrisation

The process of cleaning and pre-processing the data, as described above, is of great

importance for the resulting outcome of the classifiers. Feeding a supervised learning

classifier with just clean and processed data is here inadequate in the pursuit of assigning

the classes since it is not of an executable structure. For the classification models it

is therefore of paramount importance how the text data is represented and presented.

Since language is multifaceted, with numerous linguistic perspectives and variations

in how it is written, the classifier requires different representations based on different

analyses. Therefore, a number of different feature classes are extracted from the text

data in order to numerically represent the language and create the structure needed

for the NLP and the used models, as described in section 2.3.1. To give the classifiers

a useful structure each feature class produces a list of real numbers, a value, or score

if so, based on that particular linguistic analysis, from each data point in the set of

text data. The selection and construction of feature classes are based on the research

conducted by Mukherjee and Bing in 2010 [13]. For every data point, each list from

the feature classes are then, together with the gender label, merged into a vector. Each

element of the vector is therefore of a type manageable by a computer and able to

be processed by the classification models. Below follows the used feature classes that

constitute the vector of features that serves as the learning foundation of the machine

learning algorithms. Examples of the list structure of all classes will also follow.

Base features

The base features are contributing to the analysis in the most basic linguistic ways.

The produced tuple constitutes of values firstly based on character, word and sentence

counts. It also analyses the lexical richness by calculating the frequency of the used

words. If an author uses the same words often, the lexical richness is considered to
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be low. The base features make it possible to analyse if patterns can be found from a

non-grammatical perspective.

Table 4: Base feature example

Example text Example tuple values
Text (countSentences, countWords,

countWordPerSentence,
countCharacters,
countCharactersPerSentence,
normalizedAlphabets, normalizedDigits,
normalizedSpaces, normalizedSpe-
cialChars,normalizedShortWords,
normalizedPunctuations,
averageWordLength,
normalizedQuestionPerPunctuations,
lexicalRichness, sentimentPosScore,
sentimentNegScore)

’Hi my name is Steven, I am 30 years
old and I like singing. I am also writing
on my thesis. Who are you?’

(3, 24, 8.0, 101, 33.666666666666664,
0.7425742574257426,
0.019801980198019802,
0.22772277227722773,
0.009900990099009901, 0.625,
0.039603960396039604, 3.375, 0.25,
25.785714285714285, 0.027, 0.006)

Stylometric features

The tuple of features produced by the Stylometric features are values computed by

enumerations of suffixes discovered in the text data. A suffix is what is called a mor-

pheme, a carrier of the meaning of the word and is added in the end of a word. This

part is where a word can change its grammatical properties, but still remain in the

same syntactic category. The suffix can therefore tell a lot about the stylometrics and

expressions of the author and contribute to the classification of gender through a more

grammatical way compared to the Base features. Previous studies claim that the use

of suffixes differ in usage between men and women. Emotionally intensive words con-

taining suffixes are more frequently used by women and could therefore be a distinctive

feature to support the classification.
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Table 5: Stylisitc feature example

Example text Example tuple values
Text (count’-able’, count’-al’, count’-ful’,

count’-ible’], count’-ic’, count”-’ll”,
count”-n’t”, count”-’d”, count”-’re”,
count”-’ve”, count’-ive’, count’-less’,
count’-ly’, count’-ous’, countSorry)

’I am unable to help. It’s a hopeless
situation and I am sorry that I am so
indecisive. It has happened before,
countless times, and I am feeling terrible
that I can’t fulfil this wonderful and
stylistic thing you are asking.
Mathematical problems are brutally
vicious and terrific.’

(1, 1, 1, 1, 2, 0, 2, 0, 0, 0, 1, 2, 1, 1, 1)

F-measure

The feature class F-measure is primarily producing the score F-measure equation, but

is also including the enumerations of the word classes in the text data deriving the

equation. The values are then stored in a tuple which brings a contextual concept to

the analysis and could aid the machine learning algorithms in the process of classifying

the gender based on the authors’ formality and underlying factors explained in section

2.3.1. When the F-measure tuple is calculated, it is subsequently merged into the vector

alongside the features produced by the other feature classes.

Table 6: F-measure feature example

Example text Example tuple values
Text (FMeasure, countNoun, countAdj,

countPrep, countArt, countPron,
countVerb, countAdverb, countIntj)

’This thesis studies natural language
processing. The objective is to classify
demographics base on written text such
as tweets.’

(0.8421052631578948, 9, 2, 3, 2, 0, 3, 0,
0)

POS

The feature class POS is a commonly used method in NLP. For this thesis, it contributes

with another feature to analyse the syntactic structure of the text data and therefore

aids the classification of the gender. The different word classes that POS identifies and
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enumerates are calculated in the F-measure class since the equation for the F-measure

is derived from them and an example for the POS features can therefore be seen in

Table 6.

Word types and classes

The features presented until now have been extracted to find correlations in lengths

of various sorts as well as in grammatical categories of words. In order to give the

classification models yet another feature as a basis for the predictions, word types or

classes of a more contextual kind were extracted. In this way it is possible to group

words of the same context that occur in related texts. The contextual word classes used

were based on the work Argamon et al conducted in 2007 [65] and their factor analysis

of words. This was subsequently extended with frequently occurring words in the data

set used for this thesis. For each data point in the set, this feature class counts the

occurring word types and stores them in a tuple just like in the other feature classes.

Structure of feature vector

The final structure of the vector that is fed to the classification models constitutes of

values from all the feature classes merged into one, where the last element is the gender

label. This structure enables the texts to be represented in a way that is executable by

the models and they can therefore capture the uniqueness and the demographics of an

author.

3.3 Machine learning

Machine learning can be used for many cases and in many ways, and its results may

vary due to the selection of algorithms, the types of inputs and selection of hyper-

parameters. In recent research projects, a variety of machine learning algorithms have

been tested in the field of NLP of which some has become more popular [66]. The

most suitable machine learning algorithm for a problem varies depending on the data

and is not always predictable. This research evaluates four supervised machine learning

algorithms commonly used in natural language processing with different properties and

qualities.

3.3.1 Selection of classifiers

One of the simplest but still often used classifier is the logistic regression classifier. This

was selected because of its simplicity and because of the notion that complex problems
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may have simple solutions. The logistic regression model does not have any critical

hyper-parameters to tune, but it can be alternated by choosing different solvers and

penalty functions.

Similarly to logistic regression, SVM is a classifier that computes decision bound-

aries. Oppositely to logistic regression, the boundaries can be very complex and adap-

tive. SVM’s are generally better suited for more complex and high-dimensional prob-

lems. Historically, SVM’s have been considered among the best machine learning algo-

rithms for NLP problems [33].

Naive Bayes is on the other hand an independent feature classifier, without decision

boundaries. It provides a probability approach that is used by many other machine

learning algorithms, that doesn’t manipulate probabilities on its own. The classifier is

simple and naive, which may be one of the reasons it still is one of the more popular

classifiers within NLP [30]. An alternative to Naive Bayes could have been Random

Forest, which has a lot of similarities to Naive Bayes, but is more complex and provides

a higher risk of faulty model training due to bad training data [30]. The Naive Bayes

classifier assumes that all features are independent and evenly important for the output,

which is not plausible in all situations and limits the applicability of this algorithm in

real-world use cases. The method is also preferred when having categorical inputs rather

than numerical [36].

Since 1943, the invention of an artificial neural network inspired by the one in the

human brain, has been a work in progress. The perceptron was created in 1958 [67],

and neural networks have been evolving ever since. After a small dip in popularity in

the early 2000’s, when simpler methods were more popular, neural networks are yet

again recognised as one of the most promising AI methods for the future.

3.3.2 Implementing the classifiers

The labeled data set was imported as a JSON into Jupyter Notebook which was the

software used for training the machine learning algorithms. The data was cleaned, pre-

processed and parameterised as above describe and the sets of features were constructed

with the parameters in one tuple element and the target parameter, or the labeled

gender if so, in the second one.

The classifiers Naive Bayes, Logistic Regression and SVM were retrieved from scikit-

learn. The Neural Network was build as a multi-layer perceptron using backward prop-

agation, and randomly initialised weights and biases. The data was randomly split into

30% testing data and 70% training data. The SVM algorithms were run and for every

method the accuracy, recall, and precision was calculated.

31



3.3.3 Hyper-parameter tuning and model calibration

Individually, the four appointed machine learning algorithms may be better suited for

one or another problem, but one algorithm can also be tuned to fit another problem

better. Tuning the various hyper-parameters for each machine learning classifier, hun-

dreds variations can be developed and evaluated and all the classifiers have different

hyper-parameters to tune. The hyper-parameters for each classifier will be presented

and motivated one by one. For the neural network, the scikit-learn library MLPClassi-

fier was used as it is easier to tune than a neural network built by hand. A gridsearch

was performed for every classifier, evaluating every classifier by its accuracy, preci-

sion, recall and f1-score depending on the chosen hyper-parameters. The data used

was standardised using standard scalars. The trained models with optimised initial

hyper-parameters were extracted and taken into the next stage of method calibration

including hyper-parameter tuning and additional data processing. The second stage of

method calibration was performed in two steps:

1. additional hyper-parameter tuning, fixating hyper-parameters for the two best

performing models and

2. receiver operating characteristic (ROC) analysis for the best model of every clas-

sifier.

Logistic regression

The three hyper-parameters solver, penalty and C-value where varied and evaluated.

The solver sets what algorithm to use in the optimisation problem and was set to

’newton-cg’, ’liblinear’ and ’sag’. The penalty sets the norm of penalisation when the

algorithm predicts faulty and was set to ’l1’, ’l2’, and ’none’. The C-value is the

regularisation parameter and was set to 1, 0.1 and 0.01.

SVM

In SVM the kernel was set to ‘linear’, ‘poly’, ‘rbf’ and ‘sigmoid’. The regularisation

parameter was set to 100, 10, 1, 0.1 and 0.01. The class weighting parameter was set

to ’balanced’.

Naive Bayes

The Naive Bayes classifier does not have any hyper-parameters to tune.
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Neural networks

The artificial neural network in form of a multi-layer perceptron was altered by its

hidden layer sizes, solver, activation function and learning rate according to Table 7.

A variation of hidden layer sizes was desired, but it would be computationally too

expensive to cover all possible hidden layer sizes in combination with the other hyper-

parameters.

Table 7: Initial hyper-parameters for neural network

Hyper-parameter Values
Hidden layer sizes (8), (16), (32), (8,8), (16,16)
Solver ‘lbfgs’, ‘sgd’, ‘adam’
Activation function ‘identity’, ‘logistic’, ‘tanh’, ‘relu’
Learning rate ‘constant’, ‘invscaling’, ‘adaptive’

3.4 Limitations

Due to its importance, data does often in supervised machine learning studies limit the

study, when it’s insufficient for the purpose. In this case, the data limits the study in

three ways. Primarily, the amount of data is small. A total of 1052 manually annotated

data points is not sufficient for representing a population and yet annotating this mod-

est set, compared to previous studies, was a very time consuming process. Secondly, the

original data was created from a limited amount of queries, creating unwanted correla-

tions between the data points, which may lead to a bias in the results. This correlation

occur when the queries attract topic-specific forums, people and articles. Lastly, the

data consisted of 97% ’working age’ authors. This limited the whole age aspect of the

study. The two options to start over with a completely new non-annotated data set

from an export with higher age differences or abandoning the age variable in the study

was considered. Due to lack of time and uncertainty in what the data in the new set

would look like, the research decided to not include the age variable furthermore in the

study. The study is further limited by a language constraint, being the fact that it is

only able to analyse text written in English. Additionally, the model is possibly even

biased towards the British dialect due to the queries described above. Conjointly, the

stated data and language limitations makes the study reliable and possible to replicate

if and only if executed in the same or an identical context as in this study.

The annotations are in the study performed by human beings which are, to some

extent, always affected by bias. Gender biases in NLP models are something that
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should be taken seriously since they pose a risk of damaging stereotypes in downstream

applications [68]. However, the biases are highly dependent on the contextual properties

surrounding them and these biases could be considered as somewhat common [69]. Since

this thesis takes on a real-world task with real data it aims to reflect the world as it is

today, probably full of biases. Ecological validity is the ability of the study to generalise

the discoveries to a real-world context [70]. Accordingly, this thesis aims to acquire a

sufficiently high ecological validity in order to be used in production of a real company.

This can arguably be obtained by being aware of the biases but still create reflective

models that fit into the context of the real world.

Yet another restraint is the computational limitation particularly affecting the hyper-

parameter tuning. In the pursuit of finding an optimal set of parameters, the computa-

tional power of testing an immense amount of parameter variations is crucial. Therefore,

trade-offs had to consistently be made in order to obtain sufficient results.
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4 Results

This section consists of three parts. The first one presents the results from the collection

of the data and how the data set was structured and divided in regards to the labels. In

the second part, results from the different machine learning models are presented along

with the initial hyper-parameter tuning for each model and comparisons between them.

In the third and last part, the further tuning of the hyper-parameters are evaluated

and presented.

4.1 Data collection

In this section the resulted data collection is presented.

4.1.1 Data sampling

The initial data with neither alterations nor sampling is presented in Figure 5 and

Figure 6.

Figure 5: Gender distribution Figure 6: Age distribution

From the numbers in Figure 5, it becomes obvious that the number of data points

that were not successfully labeled measures almost the double the amount of data points

labeled as male or female. Therefore, the data had to be sampled into a balanced data

set where only data points with the labels Male and Female were included.

In Figure 6 it is apparent that the distribution of the age labels is undesirable

unequal. Feeding this kind of distribution to a classification model would possibly

predict only the majority class and sampling for a more balanced data set would result in

a model both training and testing on less than 100 data points which can be assumed to

be insufficient for obtaining any patterns because of informational deficiencies resulting
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in inadequate or faulty prediction. As a result of this uneven distribution, the analysis

of the demographic factor age was terminated at this stage.

The resulting data set that was fed to the classification models was sampled to

obtain a balanced distribution of the classes and to reflect the real world ratio for

written posts. For the gender data set the distribution was 648 posts written by male

authors and 404 by female authors.

4.2 Machine learning models and hyper-parameter tuning

The initial tests were run with a set of different hyper-parameters for every classifier.

Every type of classifier has got its own set of hyper-parameters and will be run various

times. The results are presented in Tables 8-11. The rows represent the best performing

set of hyper-parameters, the worst and the average, based on their obtained level of

accuracy.

Table 8: Initial results: Accuracy for Naive Bayes classifier with and without standardising the data.

Naive Bayes

Standardised data Metric
Class

Acc
M F Avg

Precision 0,80 0,70 0,76
75,6%No Recall 0,83 0,66 0,75

F-score 0,82 0,68 0,76
Precision 0,66 0,74 0,69

66,1%Yes Recall 0,97 0,14 0,64
F-score 0,78 0,24 0,56

In Table 8, the performance of the classifier Naive Bayes is presented. Since there

are no hyper-parameters to tune for this classifier, the evaluation was carried out firstly

without and subsequently with standardised data.

Naive Bayes is a graphical-model based classifier, invariant to feature scaling. Clas-

sifiers based on distance are not affected by feature scaling.
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Table 9: Hyper-parameter tuning results: Worst, best and average accuracy for Logistic Regression
classifiers.

Logistic Regression

Hyper-parameters Metric
Class

Acc
M F Avg

Worst
Solver: ’liblinear’ Precision 0,76 0,63 0,69

71,1%Penalty: ’l2’ Recall 0,77 0,61 0,68
C: 1 F-score 0,77 0,62 0,69

Best
Solver: ’newton-cg’ Precision 0,80 0,68 0,74

76,2%Penalty: ’l2’ Recall 0,82 0,66 0,74
C: 0.01 F-score 0,81 0,67 0,74

Average
Precision 0,78 0,65 0,72

72,9%- Recall 0,80 0,63 0,71
F-score 0,79 0,64 0,72

The 35 logistic regression classification models tested proved to be quite similar,

varying between 71,1% and 76,2% accuracy. The average was 72,9%. The models are

generally better to predict men than women, visible in all three metrics precision, recall

and F-score. The stability of the models may be a good characteristic.

Table 10: Hyper-parameter tuning results: Worst, best and average accuracy for SVM classifiers.

SVM

Hyper-parameters Metric
Class

Acc
M F Avg

Worst
Kernel: Sigmoid Precision 0,65 0,41 0,53

56,2%C: 1 Recall 0,66 0,40 0,53
gamma: 1 F-score 0,41 0,03 0,54

Best
Kernel: RBF Precision 0,80 0,88 0,84

82,0%C: 10 Recall 0,95 0,60 0,78
gamma: 0.001 F-score 0,87 0,71 0,79

Average
Precision 0,74 0,73 0,74

72,6%- Recall 0,89 0,48 0,69
F-score 0,86 0,70 0,78

The various set of SVM models obtained an average accuracy of 72,6%, analogous
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to the logistic regression only differing 0.3%. Contrarily to the previous model, SVM

accomplishes the task, at best, attaining an accuracy of 82,0%. The worst performing

version of the model achieves an accuracy of 56,2%. Even for this case the recall for

the female class is low regardless of the hyper-parameter variation.

Table 11: Hyper-parameter tuning results: Worst, best and average accuracy for MLP classifiers.

MLP

Hyper-parameters Metric
Class

Acc
M F Avg

Worst
Activation f: identity Precision 0,59 0,07 0,38

47,1%HLS: 32 Recall 0,86 0,02 0,52
Solver: sgd F-score 0,70 0,03 0,43

Best
Activation f: relu Precision 0,77 0,95 0,84

80,2%HLS: (16,16) Recall 0,98 0,52 0,80
Solver: adam F-score 0,87 0,67 0,79

Average
Precision 0,73 0,64 0,69

72,9%- Recall 0,91 0,43 0,81
F-score 0,81 0,50 0,70

The MLP models with varied hyper-parameters average an accuracy of 72,9%,

equally to the logistic regression and SVM models. Although, these models vary much

more, from the worst performing with an accuracy of 47,1% to the best with 80,2%.

These classifiers struggle with the female data, too. Especially, the Recall-score is low,

even for the best models.

4.3 Further tuning and comparisons

A decision was made to continue with the two best performing models for additional

tuning. The Naive Bayes classifier and the Logistic Regression models were considered

less likely to achieve the highest accuracy for this data set, and were therefore not

further tuned. Although, their presence in the research and role as preferences for the

other models are still of great value.

The MLP models were run with a large variation of hyper-parameters but with only a

small set of hidden layer sizes. The hidden layer sizes are important for the performance

of the model, but there are no set keys or functions to calculate the optimal hidden layer

sizes. Arbitrary hidden layer sizes varying from 1 to 5 layers and sizes of 1 to 100 were
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conducted. The results marked a significant accuracy peak for the two-layered models.

Therefore a test of 1600 combinations of two-layered models hidden layer sizes varying

between 1 and 100 were conducted with the same parameters as the best performing

model in Table 11. The best performing MLP model is presented in Table 12.

Table 12: Further hyper-parameter tuning results: Best MLP classifier.

MLP

Hyper-parameters Metric
Class

Acc
M F Avg

Activation f: relu Precision 0,84 0,77 0,81
81,6%HLS: (54, 24) Recall 0,87 0,72 0,80

Solver: adam F-score 0,86 0,75 0,82

Subsequently, a cross-validation was conducted on the same variations of hidden

layer sizes. The method used was a 10-fold cross validation, performing 16000 fits,

along with data shuffle and a random state of 42 to ensure a high level of randomness.

The average accuracy for the 10 folds resulted in a value of 78%, implying that the

model is performing contextually well over the folds and indicating a robustness for the

variation of test subsets over the entire data set.

For the SVM model, the initial run was conducted with few variations where the

different parameter values were encircling some values performing well at random tests.

The first tests also include all kernels where some of them proved hyper-parameters

not the be advantageous for this specific task. Further tests were carried out involving

a larger set of parameters and variations. The kernel was fixed to RBF, the C value

varied between 5 to 15 with a step space of 0.2, and the gamma value varied between

0.0001 to 0.01 with a step space of 0.0002, resulting in 2500 parameter combinations.

Compared with the initial results, this further tuning showed a marginal increase in

accuracy reaching 82.3%. The full performance of the model is presented in Table 13.

A k-fold cross-validation was also conducted for the SVM model. As for the MLP

model, a 10 fold was used along with the same parameter combinations as in Table 13.

The performance reached an average of 82% over all the folds, also this model showing

a robustness for the used data set. To receive this high average over ten folds validates

the model performance.

The four ROC curves from the best performing classifiers of the models are rep-

resented in Figure 7-10. In this gender classification problem, it is equally important

to achieve a high true positive rate as a low false positive rate. Therefore, the thresh-
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Table 13: Further hyper-parameter tuning results: Best SVM classifier.

SVM

Hyper-parameters Metric
Class

Acc
M F Avg

Kernel: RBF Precision 0,80 0,90 0,85
82,3%C: 6.00 Recall 0,95 0,60 0,78

gamma: 0.00121 F-score 0,87 0,72 0,80

old generating the yellow data point that is as far away from the blue chance line as

possible is desirable. A model that works well for many thresholds is more robust to

variations in the data. A measure for this performance is calculating the area under the

yellow curve. The results of the AUC calculations are presented in Table 14. All four

classifiers performed well, but MLP was slightly better than the others. Noticeable is

that MLP gets a higher AUC-score than SVM, while SVM produced a higher accuracy

than MLP.

Table 14: AUC-scores and accuracies for the final models

Model AUC-score Accuracy
Naive Bayes 0,772 75,6%
Logistic Regression 0,787 76,2%
SVM 0,798 82,3%
MLP 0,822 81,6%
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Figure 7: ROC, Naive Bayes Figure 8: ROC, Logistic Regression

Figure 9: ROC, SVM Figure 10: ROC, MLP
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5 Discussion

5.1 The data set

As described in 3.2.1, the data used in this project was provided by an external company.

Since this company is gathering data from a range of different online platforms, the

opportunity to achieve the objective to investigate and evaluate the challenges and

problems in analysing text from different sources was given. However, this limited

the thesis to only this data preventing modifications of the data delivery and forcing a

substantial pre-process. The time-consuming process of to first clean and, subsequently,

to manually annotate the data set resulted in the numbers presented in the Table 5 in

Section 4.1.1. Compared to the data sets used in previous studies [14, 13], the one used

in this thesis is significantly smaller. The distribution of the set is however close to even

with regards to the classes, bringing an aspect of statistical representativeness. This

aspect could although be questioned since the size of the set is limited, in comparison to

previous studies, and should not be seen as a direct representation of a whole population.

Both quantity and diversity of the data are highly influential factors and could both

positively and negatively affect the performance of the classification models [71]. From

a larger set one could potentially extract a larger variety of information for models to

base and learn their classification upon but could although, in the interim, cause the

models to over-fit. Another potential problem could occur due to distortion between

the authors of the data points in the set. There exists such texts in the data written

by the same person creating probable biases towards some author’s linguistic patterns.

In future studies, this could be an interesting issue to further look into and potentially

understand to what extent an author influences the models and if even more so if several

texts from the same author are included in the data set. In Table 5 it is an evidently

large amount of data points annotated as Null. These are the ones that were unable

to annotate and consisted of texts or posts written by various brands, bots or other

inconceivable platform users where the gender simply could not be specified. The large

amount of such data points could generate problems when potentially taking a model,

trained and tested on similar sets, to production. Future tests without identification

of these authors could generate faulty or skewed predictions compromising objectives

similar to the one in this thesis. Even though the above listed potential problems could

occur, it is real world data and the likelihood of existing biases are somewhat inevitable.
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5.2 Pre-processing and parametrisation

The text to be analysed was split into 118 parameters representing sentence charac-

teristics, word classes, part of speech, gender typical words and topics. The selection

of parameters was based on previous studies. It is not unusual to make these splits

within NLP, but they may affect the outcome. The choice to include the contextual

word classes is possibly favorable in order to reach a high accuracy when analysing

the whole data, but may harm the model when operating on more segmented data.

For instance, for a text categorized as a ’feminine products’ text, a model always pre-

dicting the data point to be female would be successful in terms of accuracy, frankly

because most customers of feminine products are female. Although, when analysing

only opinions on feminine products, it is not desirable for the model to only predict

female, but to segment the male customers from the female. In that case, it would be

a good idea to use the model as it is, but isolating the ’feminine products’ variable.

The parametrisation used in this thesis is build for and all-round database, and should

be revised when analysing one specific topic or product. The level of pre-processing

was statically set throughout the research. The cleaning was inherited from the Graviz

Labs methodology, while the product was built to fit Graviz Labs’ data. The stopwords

removal, tokenisations and stemmings was based on previous studies [14, 52] and re-

mained the same for every classifier. The classifiers operate differently and may be able

to interpret the original text differently well. This was not examined in this study but

would be of interest to explore.

5.3 Model comparison

For the binary classification problem, accuracy was used as the main measure for per-

formance. The weights of the classes are balanced, while it is equally important to

classify men correct as women. The classification itself is not very complex. Therefore,

accuracy was considered a valid first metric. Although, the recall, precision and f1-score

were monitored together with ROC-curves to better understand the flaws and possible

improvements of the classifiers. In the initial run, the results showed that the two more

complex classifiers, SVM and MLP, were outperforming the two less complex classifiers

Naive Bayes and Logistic regression. Although, the SVM and MLP results varied a lot,

their complexity could for some hyper-parameters generate very low-performing mod-

els presented in Table 10 and 11. All four models tended to classify the unknown data

points as men more often than women, resulting in a lower recall for female classes.

The lower precision value for female classes shows that the models are not only less
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likely to predict female but also less likely to be correct when doing so [59]. To min-

imise the recall difference between men and women, a higher threshold could be used in

the models to make it more likely to predict female. Though, this will not necessarily

improve the precision.

Naive Bayes performed substantially better with non-standardised data than standard-

ised, which was surprising. The high number of parameters in this research might be

too complex for the Naive Bayes model using standardized, making it perform worse

than when letting it focus on a few parameters with greater values. In previous studies

[14, 13], boolean values or normalized values have been proposed, which does not align

with this result.

The logistic regression models did not achieve the highest accuracy, but the models

proved to be reliant and stable. The classifiers received accuracies ranging from 71%

to 76% on the standardised data, with decent recall, precision, f1 and AUC scores. In

a situation that requires a guaranteed accuracy of at least 70% , the logistic regression

model would be a good choice, whilst the other classifiers have proven to be more vul-

nerable to bad hyper-parameters.

Analysing this given data set, the SVM model using the RBF kernel, a C value of

6 and a gamma value of 0.00121 successfully predicted the author gender 82,3% of the

cases. At worst, a SVM model got an accuracy of 56,2%. The RBF kernel is a popular

choice for NLP problems and SVM has been the most successful classifier in several

similar studies [12, 16, 14, 13].

The neural network in shape of an MLP is an, in comparison, complex classifier that is

able to receive a great training accuracy. It might be too complex and risks overfitting,

so it should be used with care. The best performing MLP model achieved an accuracy

of 81,6% and the worst achieved 47,1% which is worse than chance. The average MLP

model was significantly worse predicting female than the other classifiers. After further

tuning, the model became better predicting female and achieved good overall results,

presented in Table 12.

The ROC-curves present four very similarly performing models, all developing in the

same way for new thresholds. The MLP model achieves the highest AUC with a score

of 0,822. In Figure 9, the largest distance from the chance curve is presented, at TPR
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0,95 and FPR 0,40 which presents the best performing model accuracy-wise. The four

ROC-curves present four models that are all stable for variations in the dataset, being

able to adjust their threshold in order to achieve better results.

To summarise the model comparison, all four models tested are possible to use for

this NLP problem, in line with results from similar studies. The the Naive Bayes

models were difficult to interpret and understand, and the authors of this thesis would

therefore recommend taking precaution using that classifier in similar NLP problems,

as it would be difficult to adjust and tune it to perform better. The MLP and SVM

models have the highest capacity, achieving accuracies above the 80% mark, but the

study also highlights difficulties with the models, both which are able to perform very

bad with poorly selected hyper-parameters. The logistic regression models were stable

and consistent, but difficult to improve by tuning. The decision between using any of

these three models are down to what trade-offs the researcher is willing to make. If the

goal is to achieve the highest possible accuracy, SVM performs the best. If the aim is

to create a model that is able to adopt to different distributions of data using different

thresholds, MLP would be an option. If the objective is to create a model that is very

stable and reliant, logistic regression could also be an alternative.

5.4 Validity

Comparing the top performing classifiers in this thesis with previous studies [12, 16, 14,

13], it becomes evident that they inevitably can be considered competitive, particularly

when observing the accuracy. Although, what should not be neglected are the biases

and the process of annotating the data set. In section 5.1 the biases are discussed

and the manual annotation is mentioned. The annotation process seen from a validity

perspective can be questioned since it was carried out by the two authors of this thesis

and neither of them are experts in the field of linguistics nor gender science. Despite that

these factors could in fact lower the validity of the study, the method of the annotating

process is explicitly stated in section 3.2.3 in order to provide full transparency in

how the labels were set. In addition to such annotation guidelines, NLP researchers

[72, 73, 74] often make use of a so called Inter-Annotator Agreement (IAA) [75]. With

an IAA it is possible to measure how often the annotators make the same decision and

how trustworthy the annotations are. In the case of this thesis no IAA was measured,

but the annotation was conducted in close collaboration between the two annotators

where mutual decisions where made when uncertainties arose.

Since this thesis was produced in collaboration with Graviz Labs, with an objective
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of conducting a study as a foundation for potential future implementation of such

models studied in this project, the ecological validation is of great importance. This

concept is touched upon in section 3.4, where it is discussed that some biases are likely

yield a high level of ecological validation. It refers to how well the study is capable

of converting findings into something useful in a real-world context. In conjunction

with the steady increase of online users and the huge amount of data they produce,

the possibilities to use NLP for analyses continue to grow. Businesses from a broad

spectrum of industries have seen this potential, especially in the marketing businesses.

This branch of industry is experiencing a paradigm shift where analogue market analyses

slowly disappear, taking a more digitised way and many business today even refer to

themselves as marketing technology companies. To Graviz Labs, which is just such

a company, and their customers, the classification of demographics is a fundamental

part when conducting market segmentation in order to find suitable target groups.

The models produced in this study take real-world text data and predict demographics

factors of the online user, arguably generating a high ecological validity.

The produced models in this thesis have been created on the foundation of the

English language with texts derived from data exports, in turn based on specific queries.

This generated a specific data set with characteristics possibly not reproducible by

people outside the collaboration between Graviz Labs and the external data delivery

company, and it is not guaranteed to obtain the similar performance for different cases.

In order for the models to be used in other settings with for example other languages,

translation to English could be the solution, but not necessarily. Each language, or even

dialect, is affected by contextual factors possibly making one word not comprehensible

in a direct translation. The languages are also affected by their origin or language

family affiliation, for example the Indo-European or Sino-Tibetan language families,

which could make translations more complex [76]. Regardless of the language used, the

grammatical and linguistic properties of it has to be monitored in order to conduct an

analysis such as the one in this study.

5.5 Ethics

Handling personal data comes with ethical responsibilities. During this research, per-

sonal data from thousands of online users has been analysed and categorised as either

feminine or masculine, even though not all online users are either. During this project,

there have been two major ethical aspects to consider.

Firstly, there is the gender question. The decision was made to use the traditional

view of gender in order to more easily classify the online users. It is understandable
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that not everyone fits in these two categories. Also, there is not a complete distinction

on how men and women write, so the ’masculine’ and ’feminine’ predictions will not

always correlate to male or female authors. The research considered this an important

ethical question to elaborate on, but is convinced that no online users will be negatively

affected by the research.

Secondly, it is the concern on privacy in online data and analysing big data for user

profiling. This research has analysed only public data and has not published any data

that could lead to an individual. The model to be deployed in production will use

users opinions and texts to analyse others. One may not have agreed on that, but after

consideration, the decision has been made that this does not interfere with the user

integrity.
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6 Future work

In this section proposed topics for future research are presented. The authors of this

thesis exhort people considering to conduct any of these research topics to take extra

precautions when doing so since some assumptions regarding gender are not for anyone

to take but rather for each and every individual to decide. This should be considered

as a call for adherence to good ethics in all future studies.

6.1 Age

Due to the the uneven distribution of the age classes, the analysis was terminated for

this demographic factor. Using another data set or a more comprehensive process of

extracting data points with a larger variety of age classes could render a sufficient data

set for conducting an analysis such as the one with the demographic factor being gender.

6.2 Parameter weighing and tuning

One limitation in section 3.4 states that computational power is one constraint for

tuning the hyper-parameters in the classification models. If one instead, a few steps

before this, would analyse each parameter in the feature vector by for example evalu-

ating the variance and co-variance structure of the parameters and possibly reduce the

dimensionality of the models, one could obtain a better understanding of the impor-

tance of each parameter. This would favour a parameter weighing and subsequently an

improved tuning of the model parameters probably resulting in chances of surpassing

the performance of the results in this thesis.

6.3 Pre-processing variations

An interesting topic to investigate further is if different combinations of pre-processing

would affect the results of a classification model of similar nature. Since the pre-

processing performed, presented in section 3.2.2, cleans, removes and stems words some

interesting information of the writing patterns of an author could disappear. Conduct-

ing tests on combinations of pre-processing methods could potentially benefit following

classifications.
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6.4 Demographics

In addition to the demographic factors gender and age, there exists more of them. One

potential topic of future research is investigating for example the level of educational

attainment and if classification can successfully be performed using that as a class.

6.5 Other linguistic features

The linguistics is an old and well studied field of science and the authors of this thesis are

not experts in the area. An interesting research would be to investigate other linguistic

features and analyse if there are better ones, than the ones used in this thesis, for the

purpose of classifying demographic factors.
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7 Conclusion and summary

This research was conducted on behalf of Graviz Labs, with the product goal to struc-

ture and analyse their online data in order to create a model that can produce demo-

graphic insights on their data. This was done by analysing short online texts from social

blogs, online news and social media, all in English and geographically limited to Great

Britain. The project was aiming to create a model that could predict gender and age of

an author and be correct 85% of the times. The gender and age annotation of the data

was carried out manually. The given data set did not include enough representatives

from all ages, making the research abandon that task. The texts were quantified into

118 different linguistic parameters. The four models Naive Bayes, Logistic Regression,

SVM and Neural networks were chosen motivated by their popularity and their vary-

ing characteristics. The models were studied, tuned and evaluated when run on the

quantified data on every online text. The best model produced was a Support Vec-

tor Machine with a nonlinear RBF kernel, achieving 82.3% classification accuracy with

average precision, recall and F-score of 0.85, 0.78 and 0,80. The results of the best

performing model are competitive in relation to international research on the subject.

Using other data sets in other environments and models international studies obtain

accuracies as performing measurements ranging from 60% to high 80%. A study at

University of Illinois, Chicago, performed an accuracy of 88%, the highest score en-

countered in this study’s literature review. In accordance with previous studies with

comparable objectives and contexts, the identified models achieving the highest perfor-

mance were SVM and Neural networks. However, as proven, depending on the context

in which a study is conducted the amount of dependent variables are probable to vary

resulting in diverging model performances.
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[11] Bardenet, R., Brendel, M., Kégl, B., Sebag, M. (2013). ”Collaborative hyperpa-

rameter tuning. In International conference on machine learning”. pp. 199-207.

[12] Abdallah, E., Alzghoul, J., & Alzghool, M. ”Age and Gender prediction in Open

Domain Text.” Procedia Computer Science. 170 (2020): 563-570.

[13] Mukherjee, A. & Liu, B. (2010). Improving Gender Classification of Blog Authors..

EMNLP 2010 - Conference on Empirical Methods in Natural Language Processing,

Proceedings of the Conference. 207-217.

[14] Liu, B.(2012) ”Sentiment analysis and opinion mining.” Synthesis lectures on hu-

man language technologies 5.1. 1-167.

51



[15] Nguyen, D. (2014) ”Why gender and age prediction from tweets is hard: Lessons

from a crowdsourcing experiment.” Proceedings of COLING 2014, the 25th Inter-

national Conference on Computational Linguistics: Technical Papers.

[16] Collobert, R., Weston, J., Bottou, L., Karlen, M., Kavukcuoglu, K., Kuksa, P.

(2011) ”Natural language processing (almost) from scratch.” Journal of machine

learning research 12.ARTICLE: 2493-2537.

[17] Liu, B. (2017). ”Many Facets of Sentiment Analysis.” A practical guide to senti-

ment analysis. 11-40 . Cham: Springer International Publishing.

[18] Jakobson, R. (1937). Six Lectures on Sound and Meaning. MIT Press, Cambridge,

Massachusetts.

[19] Halliday, M., Webster, J. (2006). On Language and Linguistics. Continuum Inter-

national Publishing Group.

[20] Gumperz, J., Cook-Gumperz, J. (2008). ”Studying language, culture, and society:

Sociolinguistics or linguistic anthropology?”. Journal of Sociolinguistics

[21] Svenska Akademiens ordbok (SAOB) ”demografi” (2009). Retrieved October 4,

2020, from http://www.saob.se/artikel/?unik=D 0601-0090.rpCj

[22] Nelson, G. (1997) ”How Cultural Differences Affect Written and Oral Commu-

nication: The Case of Peer Response Groups.” New Directions for Teaching and

Learning 70: 77-84.

[23] Collmann J., Matei S.A. (2016) Introduction. In: Collmann J., Matei S. (eds)

Ethical Reasoning in Big Data. Computational Social Sciences. Springer, Cham.

https://doi-org.ezproxy.its.uu.se/10.1007/978-3-319-28422-4-1

[24] Marr, B. (2016). Big data in practice : How 45 successful companies used big data

analytics to deliver extraordinary results. ProQuest Ebook Central.

[25] Boyd, D. (2014). It’s Complicated: The Social Lives of Networked Teens.

New haven; london: Yale University Press. Retrieved Septebmer 28, 2020, from

http://www.jstor.org/stable/j.ctt5vm5gk

[26] Larson, B. (2017) ”Gender as a Variable in Natural-Language Processing: Ethical

Considerations” Association for Computational Linguistics. Retrieved September

28, 2020, from https://www.aclweb.org/anthology/W17-1601.

52



[27] Udry, J. (1994). The Nature of Gender. Demography, 31(4), 561-573. Retrieved

September 28, 2020, from http://www.jstor.org/stable/2061790

[28] SFS 2017:1081. ”Diskrimineringslagen”. https://www.do.se/lag-och-

ratt/diskrimineringslagen/

[29] DeFrancisco, V., Palczewski, C., & McGeough, D. (2014). Gender in communica-

tion: A critical introduction. SAGE Publications, Inc.

[30] Mitchell, T. (1997). Introduction to machine learning. Machine Learning, 7, 2-5.

[31] Jurafsky, D., Martin, J. H., & Kehler, A. (2000). Speech and language process-

ing: An introduction to natural language processing, computational linguistics and

speech recognition. Upper Saddle River, N.J: Prentice Hall.

[32] Hastie, T., Tibshirani, R., & Friedman, JH., (2009). The elements of statistical

learning: data mining, inference, and prediction. Springer, 2009.

[33] James, G., Witten, D., Hastie, T., & Tibshirani, R. (2013). An introduction to

statistical learning: With applications in R. Vol. 112. New York: Springer, 2013.

[34] Hsu, C., Chang, C., & Lin, C. (2003). A practical guide to support vector classifi-

cation. 101:1396–1400, 2003.

[35] Murty, M.N. & Raghava, R., (2016). Support Vector Machines and Percep-

trons. SpringerBriefs in Computer Science. Retrieved at October 4, 2020 from

http://dx.doi.org/10.1007/978-3-319-41063-0.

[36] He, J., Bai, S., & Wang, X. (2017). An Unobtrusive Fall Detection and Alerting

System Based on Kalman Filter and Bayes Network Classifier. Sensors, 17(6), 1393.

doi:10.3390/s17061393

[37] Zhang, H. (2004) The Optimality of Naive Bayes (PDF). FLAIRS2004 confer-

ence. Retrieved October 12, 2020 from https://www.cs.unb.ca/ hzhang/publica-

tions/FLAIRS04ZhangH.pdf

[38] Livshin, I., (2019). Artificial neural networks with java: Tools for building neural

network applications (1st 2019.;1; ed.). Berkeley, CA: Apress.

[39] Noriega, L. (2005). Multilayer perceptron tutorial. School of Computing. Stafford-

shire University.

53



[40] R. Callan. (1998) The Essence of Neural Networks. Prentice Hall 1999.

[41] Nowson, S., Oberlander, J., & Gill, A. J. (2005). Weblogs, genres and individual

differences. In Proceedings of the 27th Annual Conference of the Cognitive Science

Society (pp. 1666-1671)

[42] Koppel, M., Argamon, S., Shimoni, A. R.. (2002). Automatically Categorizing

Written Text by Author Gender. Literary and Linguistic Computing.

[43] Halliday, M. ”The Notion of “Context” in Language Education (1991).” In Lan-

guage and Education: Volume 9, edited by Jonathan J. Webster, 269–290. London:

Bloomsbury Academic, 2007.

[44] Heylighen, F., & Dewaele, J. (2002). Variation in the Contextuality of Language:

An Empirical Measure. Foundations of Science. 7. 293-340.

[45] Manar Bouanani, S., & Kassou, I. (2013). Authorship Analysis Studies: A Survey.

International Journal of Computer Applications. 86. 10.5120/15038-3384.

[46] Reddy, R., Vardhan, V., & Reddy, V. (2016) A survey on authorship profiling tech-

niques. International Journal of Applied Engineering Research, 11 (5):3092–3102,

2016.

[47] Corney, M., Vel, O., Anderson, A. & Mohay, G. (2002). Gender-Preferential Text

Mining of E-mail Discourse. 282-289. 10.1109/CSAC.2002.1176299.

[48] Isbister, T., Kaati, L., and Cohen, K., (2017) ”Gender Classification with

Data Independent Features in Multiple Languages,” 2017 European Intelligence

and Security Informatics Conference (EISIC), Athens, 2017, pp. 54-60, doi:

10.1109/EISIC.2017.16.

[49] Tausczik, Y. R., & Pennebaker, J. W. (2010). The psychological meaning of words:

LIWC and computerized text analysis methods. Journal of language and social

psychology, 29(1), 24-54.

[50] Pennebaker, J. W., Chung, C. K., Krippendorf, K., & Bock, M. A. (2008). Com-

puterized text analysis of Al-Qaeda transcripts. A content analysis reader, 453465.

[51] Pennebaker, J. W., Francis M. E., & Booth R. J., “Linguistic inquiry and word

count (liwc): A text analysis program.” New York: Erlbaum Publishers, 2001.

54



[52] Fast, E., Chen, B., & Bernstein, M., (2016). Empath: Understanding Topic Signals

in Large-Scale Text. 10.1145/2858036.2858535.

[53] Bella, A., Ferri, C., Hernández-Orallo, J., & Ramı́rez-Quintana, M. J., (2010). Cal-

ibration of machine learning models. In Handbook of Researchon Machine Learn-

ing Applications and Trends: Algorithms, Methods, and Techniques. IGI Global,

128–146.

[54] Loeppky, J., Bingham, D., & Welch, W. (2006). Computer model calibration or

tuning in practice. University of British Columbia, Vancouver, BC, Canada

[55] Claesen, M. & De Moor, B. (2015). Hyperparameter Search in Machine Learning.

arXiv:1502.02127 [cs.LG].

[56] Shahhosseini, M., Hu, G., & Pham, H. (2019). Optimizing ensemble weights and

hyperparameters of machine learning models for regression problems. arXiv preprint

arXiv:1908.05287.

[57] Hossin, M. & Sulaiman, M.N. (2015). A Review on Evaluation Metrics for Data

Classification Evaluations. International Journal of Data Mining Knowledge Man-

agement Process. 5. 01-11. 10.5121/ijdkp.2015.5201.

[58] Fawcett, T. (2006). An introduction to ROC analysis. Pattern Recognition Letters,

27(8), 861-874. doi:10.1016/j.patrec.2005.10.010

[59] Powers, David. (2008). Evaluation: From Precision, Recall and F-Factor to ROC,

Informedness, Markedness & Correlation. Mach. Learn. Technol.. 2.

[60] Fraser, A. & Marcu, D. (2007). Measuring Word Alignment Quality

for Statistical Machine Translation. Computational Linguistics. 33. 293-303.

10.1162/coli.2007.33.3.293.

[61] Cawley, G. & Talbot, N. (2010). On Over-fitting in Model Selection and Subsequent

Selection Bias in Performance Evaluation. Journal of Machine Learning Research.

11. 2079-2107.

[62] Brownlee, J., (2018) Statistical Methods for Machine Learning: Discover how to

Transform Data into Knowledge with Python, Machine Learning Mastery.

[63] Schaffer, C. (1993). Selecting a classification method by cross-validation. Machine

Learning, 13(1), 135-143.

55



[64] Chicco, D. (2017). Ten quick tips for machine learning in computational biology.

BioData Mining, 10(1), 35-35. doi:10.1186/s13040-017-0155-3

[65] Argamon, S. & Konnel, M. & Pennebaker, J. & Schier, J.. (2007). Mining the

Blogosphere: Age, gender and the varieties of self-expression. First Monday. 12.

[66] Sun, S., Luo, C., & Chen, J. (2017). A review of natural language processing

techniques for opinion mining systems. Information fusion, 36, 10-25.

[67] Rosenblatt, F. (1958). The Perceptron: A Probabilistic Model For Information

Storage And Organization In The Brain. Psychological Review. 65 (6): 386–408.

[68] Sun, T., Gaut, A., Tang, S., Huang, Y., ElSherief, M., Zhao, J., Mirza, D., Belding-

Royer, E.M., Chang, K., Wang, W.Y. (2019). Mitigating Gender Bias in Natural

Language Processing: Literature Review. ArXiv, abs/1906.08976.

[69] Recasens, M., Danescu-Niculescu-Mizil, C., & Jurafsky, D. (2013). Linguistic mod-

els for analyzing and detecting biased language. In Proceedings of the 51st Annual

Meeting of the Association for Computational Linguistics (Volume 1: Long Papers)

(pp. 1650-1659).

[70] Andrade, C. (2018). Internal, External, and Ecological Validity in Research Design,

Conduct, and Evaluation. Indian Journal of Psychological Medicine. 40. 498.

[71] Sessions, V., Valtorta, M. (2006). The Effects of Data Quality on Machine Learning

Algorithms.. 485-498.
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