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Abstract—The number of sensors used in tracking scenarios is constantly increasing, this puts high demands on the tracking methods to handle these data streams. Central processing (ideally optimal) puts high demands on the central node, is sensitive to inaccurate sensor parameters, and suffers from the single point of failure problem. Decentralizing the tracking can improve this, but may give considerable performance loss. The newly presented inverse covariance intersection method, proven to be consistent, even under unknown track cross-correlations, is benchmarked against alternatives. Different track-to-track methods, including smoothed association over a window, are compared. A scenario with objects tracked in multiple cameras, not necessarily optimized for tracking, are used to give realism to the evaluations.

I. INTRODUCTION

Target tracking is an important component in surveillance applications, where it is used to provide situational awareness around public arrangements, critical infrastructure, etc. This way, a increasing amount of sensor data, mainly video, is becoming available to support the situation awareness. As the number of sensors increase, traditional target tracking methods that rely on all available measurements being processed in a central node, a fusion center (FC), become infeasible. Reasons for this include the high bandwidth needed to transmit all measurements through the network, the sensitivity to signal loss especially in wireless networks, and the risks associated with having a single point of failure. The alternative is to use decentralized fusion, where tracking is performed in direct connection to the sensors, providing tracks which are further refined in one or more track-to-track (T2T) fusion centers. This way, the bandwidth is reduced as only relevant tracks must be transmitted, and robustness is increased as loss of communication gracefully degrades the performance to what is obtainable with the single sensor.

Exact decentralized track-to-track fusion (T2TF) methods, as presented in [19], rely on full knowledge of correlations between the fused estimates. This requires either detailed information about the processing performed in each node of the system, or the communication of weight matrices. Not only does this lead to increasingly complex algorithms, when self-contained sensor nodes are used the necessary information is often simply not available, rendering the method infeasible. Therefore, methods insensitive to correlation between the estimates can be of use. The sliding window approach using the approximate algorithm in [20] is one alternative. Another is generalized information matrix filter (GIMF, [21]). GIMF extracts the new information from each estimate, utilizing previous estimates and the target model used in the nodes.

Several methods for approximate T2TF that require neither knowledge of the algorithms in the nodes nor memory exist. The wellknown covariance intersection (CI, [8]) method provides the optimal consistent estimate, but it is often overly conservative. A less conservative method, without consistency guarantees, is safe fusion (SF, [6]). SF was introduced to a wider audience in [12], as an attractive alternative for T2TF. It is algorithmically identical to the ellipsoidal intersection (IE, [9, 17]) method, but is derived from a different perspective. It also provides the same covariance matrix as the largest ellipsoid method [1], but gives a different mean estimate. A recent and promising method is the inverse covariance intersection (ICI, [10, 11]) method, which provides a middle way, providing a less conservative estimate than CI, while being able to guarantee consistency under quite general assumptions.

Before any T2TF methods can be used, the tracks from the different sensor nodes must be associated, which in itself is a nontrivial problem. When reduced rate reporting is applied in the sensor network, promising results have been shown [4] using smoothing based association.

The contribution of this paper is an evaluation of different decentralized tracking solutions. Using realistic simulations and experimental data CI, SF, ICI, and GIMF are compared, accounting for also for the association step. The association step is inspired by [4], whereas a different fusion strategy is used. A centralized fusion node provides the baseline. The sensor network considered is a network of cameras directed towards an urban square with only limited overview of the surrounding block. Thus, the sensors coverage and resolution is not necessarily optimal for the task at hand, as is often the case in real life surveillance situations.

II. METHODS

This section provides information about all the different steps in the decentralized target tracking, assuming point detection of the target are available from all the cameras.

†Consistent in this context means that the true covariance of the estimate is never larger than the provided covariance estimate.
A. Trackers

All nodes in the network, as well as, the centralized reference filter implement an ordinary global nearest neighbor (GNN) multi-target tracker [3]. The scenes are not considered to be complex enough to require more advanced tracking, such as represented by, e.g., a multi-hypothesis tracker (MHT). The process and observation models used are provided next.

In the horizontal plane, the process model describes a decoupled damped constant velocity (CV) motion. The velocity is damped to avoid unreasonably large velocities, essentially by adopting a zero-mean first-order stationary Markov process as in the Singer process [18], limited to velocity due to the nature of the tracked targets. The model in each direction becomes

\[ x^i(t + T) = \begin{bmatrix} 1 & (1 - e^{-\alpha T})/\alpha \\ 0 & e^{-\alpha T} \end{bmatrix} x^i(t) + w^i(t), \]

where \( x^i(t) \) comprises position and velocity for \( i \in \{x, y\} \), and \( T \) is the sample time, \( \alpha \) is the inverse of the maneuver time constant, and \( w^i(t) \) is white process noise. The process noise covariance is approximated as

\[ \text{cov}(w^i(t)) = Q^i = q \begin{bmatrix} T^3/3 & T^2/2 \\ T^2/2 & T \end{bmatrix}, \]

where \( q \) represents the process noise intensity.

The observation model is provided by the standard pin-hole-camera model [7],

\[ z(t) = h(x(t)) + v(t) = f \begin{bmatrix} \xi(t) \\ \eta(t) \end{bmatrix} + v(t), \]

where \( (\xi(t), \eta(t), z(t)) \) is the position of the target expressed in the camera coordinate system, \( f \) is the focal length, and \( v(t) \sim \mathcal{N}(0, Q) \).

B. Track-to-Track Association

Let \( \hat{z}_k(t) = (\hat{x}_k(t), P_k(t)) \) represent an estimated track of a target \( k \) at time \( t \). Define

\[ \hat{Z}_k(t_i : t_j) = \{\hat{z}_k(t_i), \hat{z}_k(t_{i+1}), \ldots, \hat{z}_k(t_j)\} \]

as the estimated target trajectory of \( x_k \) from time \( t_i \) to \( t_j \). Consider \( N \) individual fusion nodes, which each maintains a set of \( K_n \) target tracks

\[ Z^n(t) = \{\hat{Z}_1^n(t_1^n : t), \hat{Z}_2^n(t_2^n : t), \ldots, \hat{Z}_{K_n}^n(t_{K_n}^n : t)\}_{n=1}^N, \]

and a FC that maintains \( K \) target tracks

\[ Z^c(t) = \{\hat{Z}_1^c(t_1^c : t), \hat{Z}_2^c(t_2^c : t), \ldots, \hat{Z}_K^c(t_K^c : t)\}. \]

Note, the target identities do not necessarily match between the nodes and the FC. At fixed rates, the local fusion nodes communicate their set of their trajectories in (4). The last \( N_w \) samples of these are smoothed in the FC, using a Rauch-Tung-Striebel (RTS, [14]) smoother, producing the smoothed set of tracklets

\[ \hat{Z}^n(t - (N_w - 1)T : t). \]

The processing at the FC follows three steps: time update, association, and finally track fusion. The association step is repeated in a sequential manner for each local fusion node to compute the global association.

1) Time Update: Each global track maintained by the FC is predicted to current time \( t \) from previous time \( t- \)

\[ \hat{x}^c_k(t) = F(t - t_\pm)\hat{x}^c_k(t_\pm) \]

\[ P^c_k(t) = F(t - t_\pm)P^c_k(t_\pm)F^T + Q(t - t_\pm)T \]

where \( F(T) \) and \( Q(T) \) describes the dynamics of the target \( x^c_k \), as described in (1).

2) Association: The association step is split in two sub-steps: gating and assignment.

The gating step is based on the all Mahalanobis distances [3] over the smoothing window, with the gating criterion

\[ d_{ij}^n(t, N_w) = \frac{1}{N_w} \sum_{n=0}^{N_w - 1} d_{ij}^n(t - nT) \leq \gamma_G \]

\[ d_{ij}^c(t) = (\hat{x}_i^c(t) - \hat{x}_j^c(t))^T S_{ij}^{-1}(t) (\hat{x}_i^c(t) - \hat{x}_j^c(t)) \]

\[ S_{ij}(t) = P^c_i(t) + P^c_j(t) \]

where \( i = 1, 2, \ldots, K_n \), \( j = 1, 2, \ldots, K_n \) and \( \gamma_G \) is the track gating threshold. Note that the possible cross-covariance terms \( (P^c_i P^c_j)^T \) in (8c) are neglected.

The global assignment is computed by the auction algorithm [2] using the assignment matrices, \( A_{cn} \), which are computed for each fusion node. The assignment matrix is then populated as

\[ A_{cn} = \begin{bmatrix} a_{11} & a_{12} & \ldots & a_{1K_n} \\ a_{21} & a_{22} & \ldots & a_{2K_n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{K_n, 1} & a_{K_n, 2} & \ldots & a_{K_n, K_n} \end{bmatrix}, \]

where \( a_{ij} \) is the mean Gaussian log-likelihood associated with the assignment of global track \( \hat{z}_i^c(t) \) to local track \( \hat{z}_j^c(t) \), if the local track passed the gate in (8a). The log-likelihood is

\[ a_{ij} = \begin{cases} \frac{1}{N_w} \sum_{n=0}^{N_w - 1} \log(P_T p_{ij}(t - nT)) \\ -\infty \end{cases}, \quad \text{if (8a) holds otherwise} \]

\[ \beta_E = \beta_{NT} + \beta_{FT}, \]

\[ \beta_{NT} = \log(\beta_E) \]

\[ \beta_{FT} = \log(\beta_E) \text{if otherwise} \]
where
\[ p_{ij}(t) = \frac{1}{\sqrt{(2\pi)^{M/2}} S_{ij}(t)} \exp\left(-\frac{1}{2} d_{ij}(t)\right). \]

Here, \( M \) is the dimensionality of the tracked state vector and \( P_T \) is the probability that a given target is tracked. The terms \( \log(\beta_E) \) allows for not assigning an observation to an existing track, where \( \beta_E = \beta_{NT} + \beta_{FT} \) is the density of new targets, \( \beta_{NT} \), and false targets, \( \beta_{FT} \). The global association is then computed from the assignment matrices \( A_1, A_2, \ldots, A_N \).

Local tracks that are not assigned to any global track are passed down to the track initiation logic. A local track, \( \hat{z}_n(t) \), is confirmed to be a new global track if \( d_{ij}(t, N_u) > \gamma_{NT} \) is fulfilled for every global track \( \hat{z}_i(t) \).

3) \textbf{Track Fusion}: Once the track associations have been obtained, the T2T fusion methods described next are used to obtain a track estimate in the FC.

\section*{C. Track-to-Track Fusion}

To fuse estimates from different trackers that might produce correlated results requires methods that are insensitive to correlated input. Below, four such methods are described.

1) \textbf{Generalized Information Matrix Filter (GIMF, [21])}: GIMF is a T2T fusion algorithm with memory. It attempts to extract only the new information using knowledge of previous estimates, this way avoiding information reuse. The fusion rule becomes
\begin{equation}
\begin{aligned}
\hat{x}_f &= P_f^- \hat{x}_1 + (P_1^- - P_f^-)(\hat{x}_2(t_1) - \hat{x}_2(t)) \\
P_f^- &= P_1^- + (P_2^- - P_f^-)(\hat{x}_2(t_1) - \hat{x}_2(t)). 
\end{aligned}
\end{equation}

The method can either be performed in the fusion center, or in the local nodes as in the channel filter [5].

2) \textbf{Safe Fusion (SF, [6, 12])}: The method is given in Algorithm 1. The idea with SF is to approximately decouple the fused estimates, and only pick information from one of the estimates in each direction for the fused result. SF has no known consistency guarantees, and examples where it is inconsistent are known [11]. However, it can still be considered an attractive alternative for T2TF [12].

3) \textbf{Covariance Intersection (CI, [8])}: CI combines the two estimates in a conservative way, which ensures that information is not double counted. The algorithm is given by
\begin{equation}
\begin{aligned}
\hat{x} &= P_f^- \hat{x}_1 + (1 - \omega)P_2^- \hat{x}_2 \\
P_f^- &= \omega P_1^- + (1 - \omega)P_2^-.
\end{aligned}
\end{equation}

where \( \omega \) is chosen to minimize a suitable norm of \( P_f \), e.g., its determinant or trace which corresponds to optimizing the entropy and variance, respectively. In case of low dimensional estimates (dim(x) \( \leq 4 \) using the determinant and dim(x) \( \leq 2 \) using the trace), closed form expressions can be derived [16]. Analytic approximations are also available for both norms [13].

It has been shown that, without any assumptions about the correlations, CI provides the optimal fused estimate that guarantees that \( P_f \) is consistent [15].

\begin{algorithm}
\caption{Safe Fusion [12]}
Given two possibly correlated estimates of \( x \), \( \hat{x}_1 \) and \( \hat{x}_2 \) such that \( P_1 = \text{cov}(\hat{x}_1) \), and \( P_2 = \text{cov}(\hat{x}_2) \):

1) SVD: \( P_1 = U_1 D_1^1 U_1^T \), let \( T_1 = D_1^{-1/2} U_1^T \).
2) SVD: \( T_1 P_2 T_2^T = U_2 D_2^1 U_2^T \).
3) Let \( T = U_2^{-1/2} T_1 \), \( \tilde{x}_1 = T \hat{x}_1 \) and \( \tilde{x}_2 = T \hat{x}_2 \), where by construction \( \text{cov}(\tilde{x}_1) = I \) and \( \text{cov}(\tilde{x}_2) = D_2 \).
4) Select the most informative source for each component \( i = 1, 2, \ldots, \text{dim}(x) \), let \( \tilde{D} \) be a diagonal matrix and \( [\tilde{x}]_i = [\hat{x}]_i \), \( [\tilde{D}]_{ii} = 1 \) if \( [D_2]_{ii} \geq 1 \), \( [\tilde{x}]_i = [\hat{x}]_i \), \( [\tilde{D}]_{ii} = D_2^i i \) if \( [D_2]_{ii} < 1 \).
5) The final estimate becomes:
\[ \hat{x}_f = T^{-1} \tilde{x}_1 \text{ and } P_f = T^{-1} \tilde{D} T^{-T}. \]
\end{algorithm}

4) \textbf{Inverse Covariance Intersection (ICI, [10, 11])}: The relatively recent ICI method is designed to overestimate and remove any common information from the fused estimate. Assumptions are made about correlations, which allows ICI to be less conservative than CI. The resulting algorithm is:
\begin{equation}
\begin{aligned}
\hat{x} &= P_f^- [P_1^- - \omega P_c^-] \hat{x}_1 + [P_2^- - (1 - \omega) P_c^-] \hat{x}_2 \\
P_f^- &= P_1^- + P_2^- - P_c^- \\
P_c &= \omega P_1 + (1 - \omega) P_2,
\end{aligned}
\end{equation}

where again \( \omega \) is chosen to minimize a norm of \( P_f \), e.g., the trace or determinant, related to the variance and the entropy, respectively, and where \( P_c \) is the overestimated common information. Approximate analytical expressions for \( \omega \) using both norms are provided in [13].

ICI has been shown to be consistent when the two estimates can be represented as
\begin{equation}
\begin{aligned}
\hat{x}_1 &= P_1 (\hat{x}_1) + \Gamma_1^{-1} \alpha \Gamma_1^{-1} \\
P_1^{-1} &= \Lambda_1^{-1} + \Gamma_1^{-1} \\
\hat{x}_2 &= P_2 (\hat{x}_2) + \Gamma_2^{-1} \gamma \Gamma_2^{-1} \\
P_2^{-1} &= \Lambda_2^{-1} + \Gamma_2^{-1},
\end{aligned}
\end{equation}

where all the components \( \alpha, \beta, \gamma_1, \gamma_2 \) are mutually independent, except for the pair \( \gamma_1 \gamma_2 \), and an \( \alpha > 0 \) exists such that \( \alpha \Gamma_1^{-1} \preceq P_2^{-1} \) and \( \frac{1}{\alpha} \Gamma_2^{-1} \preceq P_1^{-1} \). This includes the cases, but is not limited to, both estimates sharing the same common information and estimates with common process noise [10].

\section*{III. METHOD EVALUATION}

The performance of the described methods will first be exemplified using real experimental data. Then, based on the experimental data, a simulation study is performed to more controlled evaluation using \textit{Monte Carlo} (MC) simulations with ground truth. The parameter \( \omega \) is optimized with respect to the trace of the resulting covariance matrix in both the CI and ICI method.

For computational efficiency in the MC simulations all methods except CKF share the same global association based
Fig. 1: The experiment area, the street square marked by a star is covered by multiple cameras while the surrounding block is just covered by a couple of cameras per street as illustrated by the sketched field of views of the cameras.

on a SF filter. Note that, using the respective fusion method will influence the associations, and hence the end result.

A. Experimental Data

The evaluation is based around a surveillance scenario where a set of cameras is used to persistently monitor a city-square, as depicted in Fig. 1. The experiments are based on a set of cameras used for after-action review in military training, giving access to a network of cameras in an environment where controlled experiments can be performed. The position of the cameras are well calibrated and a terrain model of the area is available allowing tracks in 3D from each camera given the assumption of motion on the ground. Detections of persons obtained from a people detector trained with differences from the background image, allowing shape-based detection of people even with low pixel-counts. The experiments were performed to collect data for anomaly detection and for tracking in ad hoc camera networks.

In Fig. 2 the result of a central tracker using eight cameras focused on a T-crossing is illustrated together with the results of a fusion node fusing reports from eight trackers working on the individual cameras. The data is taken from an experiment used to provide a “normal flow” of people for anomaly detection in later sequences from the same scene. No ground truth is available for the experiment other than that there are seven persons in the scene, and a coarse ground truth of the cardinality is constructed by inspecting the images for times when people are occluded by buildings or time-stamp indications in the images. It is impossible to make any conclusive observation from the results in Fig. 2, but it seems the decentralized solution produces more tracks. Furthermore, the centralized solution works better than the decentralized in some parts of the scene, e.g., the main path to the right, whereas the decentralized solutions appears to be better at keeping the tracks in the lower left corner.

The observations above are corroborated by the cardinality plot in Fig. 3. It is clear that the decentralized fusion suffers from a few more false tracks than the centralized tracker.

In Fig. 4 tracking with sparse camera coverage is illustrated. The majority of the cameras are still focused on the same T-crossing as in the “flow” experiment but there are one–two
cameras along each street around the block, too, for a total of eleven cameras. The decentralized tracking is still suffering from more false tracks but due to the more robust association it manages to get better track continuity in the lower corner and left street where the centralized filter is more fragmented.

B. Simulated Data

Based on the experiment scenarios, a geometry level simulation as in Fig. 5, is performed. Using the known geometry of the scene combined with the camera calibrations, ideal camera detections with ground truth are simulated. The ideal detections are then disturbed by realistic sensor noise and a Markov process is adapted to give similar detection performance as the real detector, i.e., detections are sporadically missed and false alarm clutter is added to the detections to allow for MC evaluation of the estimators. The root mean square error (RMSE) and the normalized estimation error square (NEES) of the position part of the state-vector is based on 50 MC simulations and provided in Fig. 6 and 7, respectively.

As seen in Fig. 6, none of the evaluated methods differs considerably in RMSE performance from the others. SF is slightly worse around the time 159–163 s, whereas CI does not fully match the other two methods around time 165–167 s. Overall the results from the CKF is better in the beginning and from 162 s onwards probably because it has access to all measurements and does not need to wait for tracks to start in the individual camera-nodes.

For the given 2D tracking scenario the expected NEES is 2. As seen in Fig. 7, all the evaluated methods yields considerably lower values, indicating the methods are overly conservative. The trend is that SF is the least conservative method and CI the most conservative. The results are expected, the nature of the decentralized methods evaluated is that they should be conservative to be able to handle worst case correlations. The CKF is the least conservative but still too conservative due to the overestimated sensor covariance.

IV. RESULTS AND DISCUSSION

The real world experiments indicate that association over a smoothed sequence is a useful method to achieve track-to-track fusion. Since track fusion requires initialized tracks, information from multiple cameras becomes delayed initially, also, sparse detection sequences cannot be fully exploited leading to noisier tracks than for the centralized filter. With the current tuning of the algorithms, the T2T fusion gives better track continuity at the price of more false tracks.
Based on the experimental data, the simulations were designed to be faithful to the real-world-experiments to the degree of overestimating the sensor noise covariance making the NEES results inconclusive. For the given scenario the higher covariance also compensates for errors in the ground model so a model with reduced covariance resulted in worse associations.

The GIMF estimates could not be evaluated in the Monte Carlo simulations due to instability in some runs, indicating the sensitivity of this method to deducing the correct correlated information. One reason for this could be that the GIMF method assumes all measurement noises to be independent, whereas this is obviously not case as all trackers are affected by the same ground model.

For the given scenario the SF gives slightly worse RMSE than ICI, while no significant differences can be seen between CI and ICI.

The studied scenario is a good example of a scenario where algorithms such as SF, ICI, and CI are useful since the errors in the ground model will be hard to model faithfully and data from the ground model risks to introduce correlations between the decentralized track estimates. All in all, the resulting correlations between the local trackers will be extremely difficult to model correctly.

V. CONCLUSION

This paper has presented experimental results for a scenario where distributed tracking is expected to be of future value. In the scenario, a ground model was used to enable tracking targets in single cameras, and sometimes only a few cameras see the target under not optimal geometries. As such, the scenario is a good example of a setup where methods such as safe fusion (SF), inverse covariance intersection (ICI), and covariance intersection (CI) are needed, as the use of a priori data, such as ground models, introduce difficulties to compute correlations between the decentralized track estimates. Furthermore, track-to-track association using a smoothed sequence of track estimates provided a well working approach for the scenario. By trying to achieve high similarity to the real-world experiment, the simulations were unfortunately not as conclusive as would have been preferred when it comes to excite differences between the studied track-to-track fusion methods.
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