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Abstract

Employees turnover has become a very common phenomenon in our daily life. This phenomenon will result in many problems for companies. They need to hire new employees and train them so that the vacancy positions can be filled. They also need to change work arrangement and the duty of some employees. These will cost much money and energy. What’s more, if many employees turnover from a company, absolutely it will influence the reputation and stability of this company. There may be many different reasons why they choose to leave the company. So it’s important for companies to find out the most important reasons and predict who has the high possibility to leave so that companies can do some changes to make a better human resource management.

In this thesis, I choose to use decision tree algorithm to analyze main reasons for employee turnover in data mining method. I plan to analyze ID3, C4.5 and CART algorithms by using excel and R package. All data is collected from kaggle.com (which is a data mining competition website) in csv file. This data set has more than ten thousand records and considers many characteristics of employees such as satisfaction level, the score of last evaluation, project number, average work hours per month, the amount of work accidents and so on. I will choose a best algorithm to build model and then evaluate the model as well as do optimization. At last I will give some suggestions for human resource department.

This is a very practical and useful area. If it has been solved well, the same method and model can also be used to study customer churn rate, customer relation management, young people unemployment rate and etc.
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1 Introduction

1.1 Background

The percentage of employees that a company need to replace during a given time period is called employee turnover rate (Beam, 2014). For any organizations, employees are very important especially those with full experience and skills. Good employees will help the organization get success and gain profits. So how to keep workers stay in the company becomes a serious problem to consider in human resource management. However, employee turnover has become a very common phenomena. More and more employees leave their original companies for different reasons. Some people may worry about the future career opportunity, some people are not satisfied with their salary, some may think the working hours are too long and working conditions are not good, some don’t like the quality of manager and they think their work lack communication and etc. (Carey & Ogden, 2004).

Employee turnover will cause many problems. According to a research, if a company loses a good employee, it will cause 1.5 times money cost than recruiting and training a new employee (source: Finders & Keepers). It can also lower customer satisfaction and retention (Bisk, 2017). It will influence time, team dynamic, productive and continuity and etc. (Frost). So it is of great importance for companies to find out the reason that influence turnover most and solve this problem in an effective and efficient way.

From the eighties of the twentieth century, companies began to use computer informatization methods to do human resource management. And from nineties, more companies began to use some software or tools like Visual Basic, Visual Foxpro or Microsoft Office. With the rapid development of technology, data mining has been used in human resource management in twenty first century (Strohmeier & Piazza, 2012). It can help companies make better decisions, manage new employees and also analyze the turnover of old employees (Ranjan et al., 2008). So I am planning to use data mining to analyze employee turnover and help companies come up with solutions to make better human resource management.
1.2 Problem Statements and Definition

Employee turnover is belong to recruitment and selecting process in human resource management. It can be divided into two different kinds, voluntary turnover and involuntary turnover. Voluntary turnover is employees quit from their positions by volunteer, involuntary turnover is that employees are not happy to leave the position but employers make the decision to let them leave (Trip, n.d.).

Now there are many big companies developing some popular data mining software that can be used in human resource management and some mature tools are:

(1) Cognos: Cognos is a software in business intelligence and performance plan these two areas. It helps solve CPM like enterprises plan, scorecard and business intelligence (IBM).

(2) SPSS: SPSS combines many statistics technologies like cluster analysis, regression analysis, time series analysis with graphics as well as some data mining methods like neural network, decision tree and etc. together. SPSS first introduced data mining flow into statistic software, and users can do data cleaning, data transfer and model built in a work flow environment very easily (Yockey, 2010).

(3) KnowledgeStudio: It’s also a statistic software and has several advantages: (a) short response time and fast running speed; (b) it’s easy to understand the model and report that we get; (c) we can easily add new algorithms and import external model (Berson & Smith, 1999).

(4) Weka: It is a machine learning software written in Java and the full name is Waikato Environment for Knowledge Analysis. It has user-friendly interfaces which uses graph to guide people operating functions. Also it has visualization tools and algorithms to do data analysis and predict model (Witten et al., 2011).

(5) R: The R language is very popular in statistics and data analysis. There are many packages in R that we can use directly and it’s public and free (Fox & Andersen, 2005).

I chose R to do analysis because that R is a public software and there are many packages inside, people can use these packages directly. There is no necessary to write code, and R can create many great graphs which may make analysis result shown better.
Now data mining has been used in human resource management mainly in these three areas: (1) turnover analysis; (2) labor planning; (3) recruitment analysis. And there are many data mining methods to solve related human resource management problems. It is not a new area to use data mining and many related researches have been done. For example, decision tree has been used to improve human resources in construction company (Chang & Guan, 2008) and also been used to improve employee selection and enhance human resources (Chien & Chen, 2008). Sexton et al. (2005) used neural network to do research in employee turnover. Cho and Ngai (2003) used regression tree C4.5 algorithm and network (feed-forward) to select insurance sales agents. Naive Bayesian classifier has been used in job performance prediction by Valle, Varast and Ruz (2012). Neural network and self-organizing map has been used to predict turnover rate for technology professionals by Fan et al. in 2012. Tamizharasi and UmaRani (2014) have used decision trees, logistic regression and neural network to analyze employee turnover. And all data models were built using SEMMA (Sample, Explore, Modify, Model, and Assess) methodology.

1.3 Motivation

Although we have used data mining methods in many human resource management areas, there are still some problems. We need to know how to certificate that the management system is proper and how to do quantitative analysis for qualitative data. Most data mining methods are used in selecting and enhance, but satisfaction and turnover are not very much. Here are some common problems that exist in human resource management:

(1) How to quantitative analysis to help human resource department get real results.

Some companies analyze the turnover reasons by having a talk with these employees. However, different people have different thoughts and they may not express their real thoughts very well. Also the talking skills and methods with people are different. So it’s hard to know the exact reasons why employees turnover and if we use these interview data to analyze, it will have big error with real situation.

(2) Reduce the influence of subjective factors on decision making.

For lack of quantitative analysis, there are many subjective factors in human resource
management, which are not very fair for employees.

(3) Different situations may have different solutions, different algorithms will influence the efficiency to solve the problems. Some algorithms have been used in analyzing employee turnover, but they perform not very well because different data set may have different features. We need to choose proper algorithm for our own data set and we can do some optimization in certain situation.

So I will use data mining methods solving employee turnover problems. My research goal is to use decision tree algorithm to analyze the most important reasons that contribute to high employee turnover and create a priority table for human resource management department. First I’m planning to analyze ID3, C4.5 and CART algorithms in decision tree. By using them in real data set, compare difference of these three algorithms and choose the best one suits the real data set to build model to get the main reasons for employee turnover. After building model, I will also evaluate the model by some metrics like confusion matrix, ROC and AUC graphs, MAE, MSE and NMSE. These metrics will help us better understand whether our model is good enough. If these metrics show the model is good, I can use it directly. If not, then I need to modify this model. I will try to optimize this model and compare it with before to check whether it becomes better. I will mainly use some exist packages in R, if no such packages exist I will build in RStudio to write algorithm. At last, I will use the model to predict the turnover happening possibility of employees and create a priority table to show those people who should be retained by human resource department first. If the prediction can be done in an effective and efficient algorithm, it will reduce a great amount of loss in companies.

1.4 Structure

This thesis is introducing some data mining algorithms and selecting decision tree algorithm to do analysis. I use employee data to find the most important reasons that influence turnover and present prior employees that needed to talk first for human resource department and help decision making. Here is the structure of the thesis:
Chapter 1 is about the background of employee turnover situation and how data mining methods and tools used in human resource management as well as why I want to use data mining to solve employee turnover problem.

Chapter 2 is about the definition of data mining and some common algorithms and advantages and disadvantages of these algorithms. Also I will explain why I choose to use decision tree algorithm in employee turnover problem.

Chapter 3 mainly focuses on the definition of decision tree and different algorithms in decision tree.

Chapter 4 is to use visualization ways to show the analysis results. I will do data cleaning, data transfer, build model in R, evaluate model.

Chapter 5 is how to optimize the algorithm and do prune if overfitting situation happens in employees data set.

Chapter 6 is the suggestion of result and the meaning of results that can help human resource department do decision making.

Chapter 7 is the conclusion of this thesis and some problems that haven’t been solved so far and will continue research in the future.
2 Data Mining and Basic Algorithm

Data mining has become very popular because nowadays people have more desire with the implicit knowledge in data and large-scale database systems have been used extensively. With the rapid development of society, data mining has turned to data analysis from simple inquiry in the past. Data can be seen as information and knowledge and database is an effective way to sort data. However, with the huge volume of data increase, simple database inquiry technology is not enough for the requirement of data. So, scientists begin to consider how to get useful information and knowledge from huge amount data, that’s how data mining technology produced (Han et al., 2001).

2.1 Data Mining

2.1.1 Definition and Feature of Data Mining

Data mining is the process to select implicit and useful information and knowledge that people don’t know before from huge volume, incomplete, random, noisy and blurred data. What we want is to discover information that we don’t know before, but this information can be understood and also implemented. So in general, data mining process can also be described as Knowledge Discovery in Database (KDD). But in fact, data mining and KDD are not exactly same. KDD can be seen as a special example in data mining and data mining can be seen as a process in KDD (Han et al., 2011).

Data mining has very broad applications, it includes data visualization, database systems, artificial intelligence, statistics knowledge, parallel computing and etc. It can be defined as broad data mining and narrow data mining. Broad data mining is using computer as tools to do data analysis, it contains traditional statistical methods. However, narrow data mining emphasizes discovering knowledge from data set in automatic and heuristic ways (Han et al., 2011). We usually define data mining in narrow way.

Compared with statistics technology, data mining can be combined with database technology
very well. And neural network, genetic algorithm, neural blurred and etc can also be used in
data mining technology besides statistics technology. In general, there are seven steps to do
data mining, which are as follow.

Data cleaning: deal with the noisy data and empty data and some unrealistic data that are
different from most data.

Data integration: combine different data sets which have common attributes according to
different data mining aims.

Data selection: select useful data according to different data mining aim.

Data switch: change data in data set to proper forms that can be used to build models.

Data mining: use proper models to extract data.

Data evaluation: evaluate results according to different data mining targets.

Knowledge presentation: present results in the way that users can understand very clearly.

2.1.2 Function of Data Mining

Data mining is a very useful tool, it can help predict some trends or behaviors in the future
from some features of data. This can be used to discover customers behavior, employee
management, create profits and reduce cost, seize business opportunities and get better
competition advantages. The aim of data mining can be divided into two parts, description
task and prediction task (Han et al., 2011). Description task is to find human interpretable
patterns that describe the general features of data set. And prediction task is to predict the
value of a particular attribute based on the values of other attributes. Data mining involves six
common classes of tasks (Fayyad el at., 1996), which are as follow:

Anomaly/Outlier detection: Data that is different from most data in the data set is called noise.
But sometimes noise can also be meaningful, then we need to do analysis of these minority
data. It is usually used in pretreatment of data set to delete abnormal data, which can improve
accuracy in supervised learning (Hodge & Austin, 2004).

Association rule learning: Search and discover the relationship between different variables.
The rules present the condition that frequent attributes occur at same time in data set
(Piatetsky-Shapiro,1991).
Clustering: According to the data distribution, discover distribution features and divide data into groups. Data in one group is called a cluster, they are more similar than those in other groups.

Classification: It is a general process related to categorization. Classification can be used to describe and predict.

Regression: It is a statistical way to estimate the relationships between variables. Regression models are mainly used for prediction analysis. There are two kinds of regression, linear and non-linear. Linear regression usually analyzes the relationship between response (dependent) variables and predictor (independent) variables.

Summarization: It is a process that reduces some useless parts in text document by computer program and then do a summary to keep the most important points of original document.

2.2 Algorithms

There are some basic algorithms that are popular used in data mining. The IEEE International Conference on Data Mining (ICDM) which was held in Hong Kong in December, 2006 ranked top ten algorithms that are common used effectively and efficiently. They are SVM, kNN, Apriori, Naive Bayes, C4.5, k-Means, EM, PageRank, AdaBoost and CART. I will introduce some of them as follow.

2.2.1 SVM

The full name is called support vertex machine. It’s a supervised learning method and most used in non-linear and high dimensions data mining. SVM is to find a hyperplane that divides similar samples in data set (Cortes, 1995). However, it has some disadvantages. First, when training set is very large, SVM won’t perform well because matrix needs to cost much time to calculate. The second is that SVM is a two classifications method, but in our situation we need to do multiple classifications. That’s why I didn’t choose this algorithm.

2.2.2 kNN

It is called k nearest neighbor, which uses k “closest” points (nearest neighbor) for performing
classification (k is a positive integer, typically small) (Altman, 1992). It’s a supervised learning method and a good way to do classification and regression. However, if we use kNN in the small size samples, it won’t perform well. It is very sensitive to the local structure of the data. And it has very large calculation because we need to calculate k adjacent points for the sample that needs to be classified.

2.2.3 Apriori

It’s based on association rules to find the relationships between different items. First we need to find frequent item sets in data set and do analysis of these item sets. We make association rules and then evaluate decision data according to these rules, finally choose rules that have larger confidence and support than required smallest one (Piatetsky-Shapiro, 1991). It is usually used in decision support area. Actually in my data set, we can also use association rules. But, decision tree have a better structure that we can get the rules more clearly.

2.2.4 Artificial Neural Network

We can divide a neural network into three parts, they are input layer, output layer and hidden layer. If the amount of hidden layer and nodes of each layer are more, the neural network is more complicated. The nodes in one layer are connected only to the nodes in the next layer. It usually uses Backpropagation algorithm. Starting with the output layer, to propagate error back to the previous layer in order to update the weights between the two layers, until the earliest hidden layer is reached (McCulloch, 1943).

2.2.5 Naive Bayes

It has good classification efficiency and stable classification effect. The main thought of Naive Bayes is when a classification given, calculate the happening possibility of each condition (Russell, 1995).

2.2.6 k-means

It’s a cluster algorithm and unsupervised learning method. We divide data into k clusters and
samples in each cluster have high similarity. Then we calculate average value in each cluster and put other data outside this cluster in a closest one. Do it again and again until the average value is unchanged (MacQueen, 1967). It can do clusters, but our aim is to do classification and I want to get rules from features. So I don’t choose it.

In a summary, I have drawn a picture as figure 2.1 to show when to use these algorithms. We can see from the graph that a data mining task can be divided into description and prediction these two parts. Our aim is to do prediction and do classification and get the relationships between different employees features and the result whether they leave the company.

![Figure 2.1 Data Mining Task](image)

**2.3 Reasons to Choose Decision Tree**

This thesis aims on main reasons of employee turnover and prediction of turnover happening possibility of employees from their features by data mining. I want to use decision tree because it is a very natural thoughts in making decision. And as I mentioned in chapter 2.2 algorithms, we can see other algorithms are not so good in this situation. What’s more, our data set is very huge and need to do multiple classifications. Here are some advantages of decision tree:

1. Decision tree costs less time and has fast speed to do classification, which can avoid decision error and all kinds of deviation. Through a case study (Sikaroudi et al., 2015),
decision tree has the best performance in general problems.

(2) Decision tree is easy to describe and the tree structure of rules is easy to understand. People in human resource department don’t have too much data mining knowledge, but they can understand rules made by decision tree in the way IF-THEN.

(3) Decision tree algorithm has good prediction of independent features, which may perform well in different human resource data.

(4) Decision tree is to use Entropy as the metrics to judge which feature will be the tree root and then split according to information gain, gini gain or gini ratio. In this way, it’s easy to find key features that influence classification result. And the importance of features is reflected by the layer of decision tree. If the layer of tree is higher, this feature is more important, it’s very obvious.
3 Decision Tree

Decision tree is a tree structure which looks similar as flow chart. Every node in the tree represents the test of an attribute, every branch represents the output of the test, and every leaf means a class or distribution of classes. The top node is root node, from root node to one leaf consists a classification rule. So decision tree is easy to be transferred to classification rules. It has many algorithms, but the main idea is using from top to bottom induction method. And the most important part is choosing which attribute to be the node as well as the evaluation of whether the tree is correct.

As figure 3.1 shows, it’s a very simple decision tree. A, B, C represents different attributes separately in one data set. And each branch like a1,a2,b1,b2,c1,c2 represents the value of split attribute. Leaf node 1,2,3,4 represents the class of decision attribute in each sample set.

There are mainly two steps in decision tree, build a decision tree and do pruning. The thought of building decision tree is called CLS. We have a data set S, the attributes set is A, decision attributes set is D, the whole process is as follow:

1. Make S be the root node, if all data in S belongs to the same class, turn node to leaf node.
2. Otherwise choose one attribute a ∈ A and divide nodes according to different values of attribute a. S has the number of m lower layer nodes, branches represent the situation of different values of a.
3. Induct step 1 and step 2 for m branch nodes.
(4) If attributes in one node belong to same class or there is no node to divide, then stop.

The most two important things in decision tree are: 1 how to decide best split node? 2 when to stop splitting? Because real data can’t be pure. There must be data attributes miss, data inaccurate, noise these situations, which will result in overfit. Overfit may lower the accuracy of the classification and prediction of decision tree and increase the complexity of tree structure. So after building a tree, we also need to pruning.

3.1 ID3

ID3 algorithm was come up by Quinlan in 1986, which is based on Entropy. We need to calculate Entropy for each attribute in the data set and test attribute from the value of Entropy, then choose attribute with bigger Entropy gain to split decision tree step by step. From information theory, the size of Entropy gain reflects the uncertainty of attribute selection. The bigger the Entropy gain is, the smaller the uncertainty is, vice versa. So we use attribute with biggest Entropy gain to be test attribute.

If a set S has s samples inside, it will decide classification attributes with n values Ci, i=(1,2,...,n), si is the number of samples in Ci. For a sample data set, the total Entropy is:

\[
I(s_1, s_2, ..., s_n) = -\sum_{i=1}^{n} p_i \log_2(p_i)
\]

pi is the possibility of any sample belongs to Ci, and can be calculated by \( \frac{s_i}{s} \).

For example, sample S has an attribute A, and A has w different value{a1, a2, ...,aw}. Sample S is split by attribute A and becomes w subsets {S1, S2, ...,SW}. S has some samples in Sj, and they have value aj in attribute A, and these subsets are new branches split by test attribute A. If sij is the amount of samples in Sj whose class is ci, the Entropy of A is:

\[
E(A) = \sum_{j=1}^{w} \frac{s_{ij} + s_{2j} + \ldots + s_{nj}}{s} I(s_{ij}, s_{2j}, ..., s_{nj})
\]
\[ I(s_i, s_j, \ldots, s_n) = \sum_{i=1}^{n} p_{ij} \log_2 (p_{ij}) \],  
\[ p_{ij} = \frac{s_{ij}}{|S_j|} \]

is the possibility of samples belong to class \( c_i \) in \( S_j \). So when use attribute \( A \) to split \( S \), the Entropy gain is:

\[ Gain(A) = I(s_i, s_j, \ldots, s_n) - E(A) \]

Here is a typical example of real data set as table 3.1 shows, we need to decide whether to play golf according to the weather condition (Fürnkranz, n.d.).

<table>
<thead>
<tr>
<th>outlook</th>
<th>temperature</th>
<th>humidity</th>
<th>windy</th>
<th>play</th>
</tr>
</thead>
<tbody>
<tr>
<td>sunny</td>
<td>hot</td>
<td>high</td>
<td>false</td>
<td>no</td>
</tr>
<tr>
<td>sunny</td>
<td>hot</td>
<td>high</td>
<td>true</td>
<td>no</td>
</tr>
<tr>
<td>overcast</td>
<td>hot</td>
<td>high</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>mild</td>
<td>high</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>cool</td>
<td>normal</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>cool</td>
<td>normal</td>
<td>true</td>
<td>no</td>
</tr>
<tr>
<td>overcast</td>
<td>cool</td>
<td>normal</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>sunny</td>
<td>mild</td>
<td>high</td>
<td>false</td>
<td>no</td>
</tr>
<tr>
<td>sunny</td>
<td>cool</td>
<td>normal</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>mild</td>
<td>normal</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>sunny</td>
<td>mild</td>
<td>normal</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>overcast</td>
<td>mild</td>
<td>high</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>overcast</td>
<td>hot</td>
<td>normal</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>mild</td>
<td>high</td>
<td>true</td>
<td>no</td>
</tr>
</tbody>
</table>

There are five attributes in the data set and the last one is decision attribute. First we calculate the entropy of classification attribute, in these 14 records, will go to play has 9 records and won’t play has 5 records.

\[ I(s_1, s_2) = I(9, 5) = -\frac{9}{14} \log_2 \frac{9}{14} - \frac{5}{14} \log_2 \frac{5}{14} = 0.94 \]

Then we need to calculate the entropy gain of each attribute and choose the biggest one as first split node. We calculate outlook first, it can be divided into three data sets:
Then we can calculate the entropy for sunny, overcast and rainy. Which are as follow:

$$E_{\text{sunny}} = -\frac{2}{5} \log_2 \frac{2}{5} - \frac{3}{5} \log_2 \frac{3}{5} = 0.971$$

$$E_{\text{overcast}} = -\frac{4}{4} \log_2 \frac{4}{4} - \frac{0}{4} \log_2 \frac{0}{4} = 0$$

$$E_{\text{rainy}} = -\frac{2}{5} \log_2 \frac{2}{5} - \frac{3}{5} \log_2 \frac{3}{5} = 0.971$$

After calculating the entropy for these three outlooks, we can get the total entropy of outlook.

$$E_{\text{outlook}} = \frac{5}{14} E_{\text{sunny}} + \frac{0}{14} E_{\text{overcast}} + \frac{5}{14} E_{\text{rainy}} = 0.694$$

The entropy gain is the entropy of classification attribute minus the total entropy of outlook.

$$Gain_{\text{outlook}} = I(s_1, s_2) - E_{\text{outlook}} = 0.246$$

In the same way, we can get the entropy of temperature, the entropy of humidity and also the entropy of windy:
\[ E(temperature) = 0.912 \]
\[ E(humidity) = 0.786 \]
\[ E(windy) = 0.893 \]

Then we can get the entropy gain of temperature, humidity and windy.

\[ Gain(temperature) = I(s_1, s_2) - E(temperature) = 0.028 \]
\[ Gain(humidity) = I(s_1, s_2) - E(humidity) = 0.154 \]
\[ Gain(windy) = I(s_1, s_2) - E(windy) = 0.047 \]

We can see that the biggest entropy gain is outlook, so we choose outlook to be the first split node.

And then I need to do iteration and calculate the biggest entropy gain for next split node. We know if it’s overcast, \( E(overcast) = 0 \), it stops splitting and the decision will be yes. We need also consider sunny branch and rainy branch.

If it’s sunny, we can get the entropy of classification attribute is:

\[ I(s_1, s_2) = I(3, 2) = -\frac{3}{5} \log_2 \frac{3}{5} - \frac{2}{5} \log_2 \frac{2}{5} = 0.971 \]

As the same showed above, we can calculate the entropy of temperature, humidity and windy

\[ E(temperature) = 0.4, \quad E(humidity) = 0, \quad E(windy) = 0.951. \]

And the entropy gain of temperature, humidity and windy is:

\[ Gain(temperature) = I(s_1, s_2) - E(temperature) = 0.571 \]
\[ Gain(humidity) = I(s_1, s_2) - E(humidity) = 0.971 \]

If humidity is high, the decision is no; if it’s normal, the decision is yes. This branch stops split at humidity.

\[ Gain(windy) = I(s_1, s_2) - E(windy) = 0.02 \]

The biggest gain is humidity, so next split node is humidity. \( E(humidity) = 0 \), so we stop splitting in humidity branch.

If it’s rainy, the calculation is almost the same as sunny. We can get the biggest gain is windy,
so the next split node is windy. \( E(\text{windy}) = 0 \), so we stop splitting in windy branch. The decision tree is as follow:

![Decision Tree Diagram](image_url)

**Figure 3.2 ID3 decision tree example**

Here is the description of ID3 algorithm:

1. Begin
2. If (\( T \) is empty) then return(null);
3. \( N = \) a new node;
4. If (there are no predictive attributes in \( T \)) then
5. Label \( N \) with most common value of \( C \) in \( T \) (deterministic tree) or with frequencies of \( C \) in \( T \) (probabilistic tree);
6. Else if (all instances in \( T \) have the same value \( V \) of \( C \)) then
7. Label \( N \), “\( X.C=V \) with probability 1”;
8. Else begin
9. For each attribute \( A \) in \( T \) compute \( \text{AVG ENTROPY}(A,C,T) \);
10. \( AS = \) the attribute for which \( \text{AVG ENTROPY}(A,C,T) \) is minimal;
11. If(\( \text{AVG ENTROPY}(\text{AS},C,T) \) is not substantially smaller than \( \text{ENTROPY}(C,T) \)) then
12. Label \( N \) with most common value of \( C \) in \( T \) (deterministic tree) or with frequencies of \( C \) in \( T \) (probabilistic tree);
Else begin
Label N with AS;
For each value V of AS DO begin;
N1-\textsc{id3}(\textsc{subtable}(T,A,V),C);
If(N!=null) then make an arc from N to N1 labeled V;
End
End
End
Return N;
End

Code in R:

\texttt{calculateEntropy <- function(data){
t <- table(data) \hspace{1em} \#calculate how many times each result will appear
sum <- sum(t) \hspace{1em} \#total times
t <- t[t!=0] \hspace{1em} \#delete variable that is not 0
entropy <- -sum(log2(t/sum)*(t/sum))
return(entropy)
}} \hspace{1em} \#calculate entropy of two column

\texttt{calculateEntropy2 <- function(data){
var <- table(data[1])
p <- var/sum(var)
varnames <- names(var)
array <- c()
for(name in varnames){
array <- append(array,calculateEntropy(subset(data,data[1]==name,select=2)))
}
return(sum(array*p))
}
buildTree <- function(data){
    # if entropy is 0, stop
    if(length(unique(data$result)) == 1)
    {
        cat(data$result[1])
        return()
    }
    # prune
    if(length(names(data)) == 1)
    {
        cat("...")
        return()
    }
    entropy <- calculateEntropy(data$result)  // start calculate
    labels <- names(data)
    label <- ""
    temp <- Inf
    subentropy <- c()
    for(i in 1:(length(data)-1)){
        temp2 <- calculateEntropy2(data[c(i,length(labels))])
        if(temp2 < temp){
            temp <- temp2  # record minimum entropy
            label <- labels[i]  # the class that has minimum entropy
        }
        subentropy <- append(subentropy,temp2)  # entropy of each subset
    }
    cat(label)
    cat("[")
    nextLabels <- labels[labels != label]
    for(value in unlist(unique(data[label]))){
        cat(value,":")
        buildTree(subset(data,data[label]==value,select=nextLabels))
        cat(";")
    }
}
Here is the result showing in the R:

```r
outlook[
  sunny : humidity[
    high : temperature[
      hot : windy[FALSE : ...; TRUE : ...];
      mild : windy[FALSE : ...];
    ];
    normal : temperature[
      cool : windy[FALSE : ...];
      mild : windy[TRUE : ...];
    ];
  ];
  overcast : temperature[
    hot : humidity[
      high : windy[FALSE : ...];
      normal : windy[FALSE : ...];
    ];
    cool : humidity[
      normal : windy[TRUE : ...];
    ];
    mild : humidity[
      high : windy[TRUE : ...];
    ];
  ];
  rainy : windy[
    FALSE : temperature[
      mild : humidity[
        high : ...; normal : ...];
      cool : humidity[
        normal : ...];
    ];
    TRUE : temperature[
      cool : humidity[
        normal : ...];
      mild : humidity[
    ];
  ];
]
```

Figure 3.3 ID3 decision tree result in R

### 3.2 C4.5

C4.5 algorithm uses gain ratio instead of information gain to decide split feature, features with higher gain ratio will be the next split node. Compared with ID3 algorithm, C4.5 has some advantages. It has a better way to deal with continuous features. In data pretreatment, it use consistency method of continuous attribute values. In tree built process, it can tolerate some missing features.

Gain ratio is the value of gain divide split information. For example, if sample S has a feature A and A has w different values\{a1, a2, ...aw\}, according to values of A we can divide sample S into w subsets\{S1, S2,...SW\}

\[
GainRatio(A) = \frac{Gain(A)}{Splitti(A)} \quad Splitti(A) = -\sum_{j=1}^{w} p_j \log_2(p_j)
\]
I use a similar data table whether to play golf as table 3.2 shows to give an example of how C4.5 algorithm runs (Fürnkranz, n.d.).

<table>
<thead>
<tr>
<th>outlook</th>
<th>temperature</th>
<th>humidity</th>
<th>windy</th>
<th>play</th>
</tr>
</thead>
<tbody>
<tr>
<td>sunny</td>
<td>85</td>
<td>85</td>
<td>false</td>
<td>no</td>
</tr>
<tr>
<td>sunny</td>
<td>80</td>
<td>90</td>
<td>true</td>
<td>no</td>
</tr>
<tr>
<td>overcast</td>
<td>83</td>
<td>78</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>70</td>
<td>96</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>68</td>
<td>80</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>65</td>
<td>70</td>
<td>true</td>
<td>no</td>
</tr>
<tr>
<td>overcast</td>
<td>64</td>
<td>65</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>sunny</td>
<td>72</td>
<td>95</td>
<td>false</td>
<td>no</td>
</tr>
<tr>
<td>sunny</td>
<td>69</td>
<td>70</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>75</td>
<td>80</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>sunny</td>
<td>75</td>
<td>70</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>overcast</td>
<td>72</td>
<td>90</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>overcast</td>
<td>81</td>
<td>75</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>71</td>
<td>80</td>
<td>true</td>
<td>no</td>
</tr>
</tbody>
</table>

For discrete data, the calculation is similar with ID3 except we use GainRatio instead of Entropy Gain. From the calculation in chapter 3.1 ID3, I can get the entropy gain of outlook and total entropy of outlook. \( \text{Gain(outlook)} = 0.246 \), \( \text{splitI(outlook)} = 0.694 \).

Also, from the definition of GainRatio, we can get the GainRatio of outlook is:

\[
\text{GainRatio(outlook)} = \frac{\text{Gain(outlook)}}{\text{splitI(outlook)}} = \frac{0.246}{0.694} = 0.354.
\]

In the same calculation way of outlook, I can also get the GainRatio of windy, \( \text{GainRatio(windy)} = 0.053 \).

For continuous data, we can’t calculate the GainRatio directly. We need to find split threshold first and then calculate GainRatio. ID3 algorithm can’t deal with continuous data, so in chapter 3.1 ID3 we don’t consider continuous situation. First we sort temperature from low to
high as table 3.3 shows.

<table>
<thead>
<tr>
<th>temperature</th>
<th>64</th>
<th>65</th>
<th>68</th>
<th>69</th>
<th>70</th>
<th>71</th>
<th>72</th>
<th>73</th>
<th>75</th>
<th>76</th>
<th>80</th>
<th>81</th>
<th>83</th>
<th>85</th>
</tr>
</thead>
<tbody>
<tr>
<td>play</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 3.3 temperature condition 1

We make the continuous data discretization, <=vj will be divided to left tree, >vj will be divided to right tree. If the value of decision feature changes, then corresponding temperature is a vj. In this data set, vj will be 64, 65, 68, 71, 72, 80, 81. Because when temperature is 64, decision whether to play is yes; when temperature is 65, decision whether to play is no, the decision feature changes. Although 85 also meets the requirement, there is no value larger than 85. So I didn’t choose vj as 85. We use biggest entropy gain to determine which threshold we should use. So I calculate 7 times to choose one with biggest entropy gain.

We can get that the entropy of classification attribute is:

\[ I(s_1, s_2) = I(9, 5) = -\frac{9}{14} \log_2 \frac{9}{14} - \frac{5}{14} \log_2 \frac{5}{14} = 0.94 \]

We divide temperature by >64 and <=64. When temperature>64, there are 8 yes and 5 no; when temperature<=64, there are 1 yes and 0 no.

The entropy of temperature is:

\[ E(temperature) = \frac{13}{14} \left( -\frac{8}{13} \log_2 \frac{8}{13} - \frac{5}{13} \log_2 \frac{5}{13} \right) + \frac{1}{14} \left( -\log_2 \frac{1}{1} - \log_2 \frac{0}{1} \right) = 0.893 \]

The entropy gain of temperature is the entropy of classification attribute minus the entropy of temperature:  \[ Gain(temperature) = 0.047 \]

So in the same way, we can calculate the entropy gain when the threshold is 65, 68, 71, 72, 80 81 respectively.

When temperature>65, there are 8 yes and 4 no; when temperature<=65, there are 1 yes and 1 no. We can get  \[ Gain(temperature) = 0.01 \].

When temperature>68, there are 7 yes and 4 no; when temperature<=68, there are 2 yes and 1 no. We can get  \[ Gain(temperature) = 0 \].
When temperature > 71, there are 5 yes and 3 no; when temperature <= 71, there are 4 yes and 2 no. We can get \( \text{Gain(temperature)} = 0.014 \).

When temperature > 72, there are 4 yes and 2 no; when temperature <= 72, there are 5 yes and 3 no. We can get \( \text{Gain(temperature)} = 0.014 \).

When temperature > 80, there are 2 yes and 1 no; when temperature <= 80, there are 7 yes and 4 no. We can get \( \text{Gain(temperature)} = 0 \).

When temperature > 81, there are 1 yes and 1 no; when temperature <= 80, there are 8 yes and 4 no. We can get \( \text{Gain(temperature)} = 0.01 \).

The biggest information gain of temperature is when divide temperature by >64 and <=64. So we choose 64 as the threshold in temperature.

And then we can get the gain ratio of temperature is:

\[
\text{GainRatio(temperature)} = \frac{\text{Gain(temperature)}}{\text{splitI(temperature)}} = \frac{0.047}{0.893} = 0.053
\]

We use same way to calculate humidity, first we also need to ascend the humidity.

<table>
<thead>
<tr>
<th>humidity</th>
<th>65</th>
<th>70</th>
<th>70</th>
<th>75</th>
<th>78</th>
<th>80</th>
<th>80</th>
<th>85</th>
<th>90</th>
<th>90</th>
<th>95</th>
<th>96</th>
</tr>
</thead>
<tbody>
<tr>
<td>play</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

From the same method to deal with continuous data in temperature, vj will be 65, 70, 80, 85, 90. So we need to calculate 5 times to choose one with biggest entropy gain.

As the same way in temperature, we can get when threshold is 65, \( \text{Gain(humidity)} = 0.047 \)

When threshold is 70, \( \text{Gain(humidity)} = 0.014 \)

When threshold is 80, \( \text{Gain(humidity)} = 0.102 \)

When threshold is 85, \( \text{Gain(humidity)} = 0.025 \)

When threshold is 90, \( \text{Gain(humidity)} = 0.01 \)

The biggest information gain of humidity is when divide humidity by >80 and <=80. We
choose 80 as the threshold. And we can also get humidity gain ratio is:

\[
GainRatio(humidity) = \frac{Gain(humidity)}{splitI(humidity)} = 0.12
\]

Compare in outlook, humidity and temperature, the biggest gain ratio is outlook. So outlook will be the first split node, and we can split data in the following structure.

sunny, 85, 85, FALSE, no
sunny, 80, 90, TRUE, no
sunny, 72, 95, FALSE, no
sunny, 69, 70, FALSE, yes
sunny, 75, 70, TRUE, yes

overcast, 83, 78, FALSE, yes
overcast, 64, 65, TRUE, yes
overcast, 72, 90, TRUE, yes
overcast, 81, 75, FALSE, yes

rainy, 70, 96, FALSE, yes
rainy, 68, 80, FALSE, yes
rainy, 65, 70, TRUE, no
rainy, 75, 80, FALSE, yes
rainy, 71, 80, TRUE, no

The classification values are the same when the node is overcast, so stop splitting in overcast branch. And we then need to consider sunny and rainy situation.

In sunny situation, we need to consider the next split node. They can be windy, temperature or humidity. So I will calculate the gain ratio of these features and they are totally same as above steps. \[ I(s_1, s_2) = I(3, 2) = -\frac{3}{5}\log_2\frac{3}{5} - \frac{2}{5}\log_2\frac{2}{5} = 0.971, \quad splitI(windy) = 0.951, \]

\[ Gain(windy) = 0.02. \]
$GainRatio(\text{windy}) = \frac{Gain(\text{windy})}{splitI(\text{windy})} = 0.021.$

<table>
<thead>
<tr>
<th>temperature</th>
<th>69</th>
<th>72</th>
<th>75</th>
<th>80</th>
<th>85</th>
</tr>
</thead>
<tbody>
<tr>
<td>play</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

vj will be 69, 72, 75, 80.

When temperature > 69, $Gain(\text{temperature}) = 0.571$.

When temperature > 72, $Gain(\text{temperature}) = 0.021$.

When temperature > 75, $Gain(\text{temperature}) = 0.421$.

When temperature > 80, $Gain(\text{temperature}) = 0.171$.

We can see when it is divided by 69, temperature has biggest gain. So we choose 69 as the threshold of temperature.

$GainRatio(\text{temperature}) = \frac{Gain(\text{temperature})}{splitI(\text{temperature})} = 1.4275$

<table>
<thead>
<tr>
<th>humidity</th>
<th>70</th>
<th>70</th>
<th>85</th>
<th>90</th>
<th>95</th>
</tr>
</thead>
<tbody>
<tr>
<td>play</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

vj will be 70, 85.

When humidity > 70, $Gain(\text{humidity}) = 0.971$.

When humidity > 85, $Gain(\text{humidity}) = 0.421$.

We can see when it is divided by 70, humidity has biggest gain. So we choose 70 as the threshold of humidity.

$GainRatio(\text{humidity}) = \frac{Gain(\text{humidity})}{splitI(\text{humidity})} = \infty$

Because humidity has biggest gain ratio, the next split node is humidity. $E(\text{humidity}) = 0$, so we stop splitting.

And in rainy situation, $I(s_1, s_2) = I(3, 2) = -\frac{3}{5} \log_2 \frac{3}{5} - \frac{2}{5} \log_2 \frac{2}{5} = 0.971.$
We also need to decide which feature will be the next split node by calculating their gain ratio.

\[ splitI(windy) = 0, \quad Gain(windy) = 0.971 \]. Gain ratio of windy will be \( \infty \), gain ratio of other features can’t be larger than \( \infty \). So next split node is windy and then stop splitting, the decision tree is as follow:

![Decision Tree Diagram](image)

Figure 3.3 C4.5 decision tree example

Here is the steps:

Input: an attribute-valued dataset \( D \)

1 Tree=\{ \}

2 If \( D \) is”pure” or other stopping criteria met then

3 Terminate

4 End if

5 For all attribute \( a \in D \) do

6 Compute information theoretic criteria if we split on \( a \)

7 End for

8 \( a_{best} \) = best attribute according to above compute criteria
There is a package C50 in R, we can use it directly.

R code:

```r
sample<-read.csv("sample.csv")
newdata<-as.factor(sample$windy)
newdata1<-data.frame(sample[,4],newdata)
model<-C5.0(newdata1[,4],newdata1$play)
summary(model)
```

I got the decision tree as follows:

```plaintext
Decision tree:

outlook = overcast: yes (4)
outlook = rainy:
....newdata = FALSE: yes (3)
  newdata = TRUE: no (2)
outlook = sunny:
....humidity <= 75: yes (2)
  humidity > 75: no (3)
```

Figure 3.4 C4.5 decision tree result

3.3 CART

It’s called classification and regression tree, the algorithm can create simple classification binary tree and also regression tree. These two tree will be a little different when building and here I only consider classification tree. It use Gini coefficient to select the feature as split
node and then get binary tree.

If data set $S$ has $n$ classes,  
$$ Gini(S) = 1 - \sum_{i=1}^{n} p_i^2 $$

$p_i$ is the possibility of $i$th data, the less gini coefficient is, the better the split node is. And if $S$ split to $S_1$ and $S_2$,  
$$ \text{split}Gini(S) = \frac{|S_1|}{|S|} Gini(S_1) + \frac{|S_2|}{|S|} Gini(S_2) $$

I will use the same data set in C4.5 algorithm (Fürnkranz, n.d.). Because this algorithm will create a binary tree, I need to divide some features into two groups. For example, I may divide outlook feature into sunny and not sunny. As continuous features, we use the same way as C4.5 algorithm to find threshold.

Actually there are many different way to divide features, we can divide outlook feature into sunny and not sunny. Then I calculate the split gini of outlook.

$$ Gini(\text{sunny}) = 1 - \left[ \left( \frac{2}{5} \right)^2 + \left( \frac{3}{5} \right)^2 \right] = \frac{12}{25} $$

$$ Gini(\text{not sunny}) = 1 - \left[ \left( \frac{2}{9} \right)^2 + \left( \frac{7}{9} \right)^2 \right] = \frac{28}{81} $$

$$ \text{out split}Gini(\text{outlook}) = \frac{5}{14} \times \frac{12}{25} + \frac{9}{14} \times \frac{28}{81} = 0.394 $$

Or in the same way showed above, it can be divided by rainy and not rainy,

$$ \text{split}Gini(\text{outlook}) = 0.457 . $$

Or it can be divided by overcast and not overcast,  
$$ \text{split}Gini(\text{outlook}) = 0.357 . $$

The smallest split gini of outlook is 0.357, so I divided Outlook feature into overcast and not overcast. In the same way, I divided windy into true and not true and get the split gini of windy is  
$$ \text{split}Gini(\text{windy}) = 0.429 . $$

From the calculation in chapter 3.2 C4.5, we know that when it is divided by 64, temperature has biggest gain. So I divided temperature into larger than 64 and not larger than 64, and get the split gini of temperature is  
$$ \text{split}Gini(\text{temperature}) = 0.44 . $$

As the same calculation method, we can get the split gini of humidity is
splitGini(humidity) = 0.394.

The smallest split gini is outlook, so the first node is outlook. Two branches are overcast and not overcast. We can divide data into data sets as follow:

overcast, 83, 78, FALSE, yes
overcast, 64, 65, TRUE, yes
overcast, 72, 90, TRUE, yes
overcast, 81, 75, FALSE, yes

rainy, 70, 96, FALSE, yes
rainy, 68, 80, FALSE, yes
rainy, 65, 70, TRUE, no
rainy, 75, 80, FALSE, yes
rainy, 71, 80, TRUE, no
sunny, 85, 85, FALSE, no
sunny, 80, 90, TRUE, no
sunny, 72, 95, FALSE, no
sunny, 69, 70, FALSE, yes
sunny, 75, 70, TRUE, yes

So there are overcast and not overcast these two situations. We then need to decide next split node in these two situations. For overcast, all classification are yes, it stops splitting. So we just need to consider not overcast situation. I will calculate the classification entropy and split gini of each feature.

\[ I(s_1, s_2) = I(5, 5) = -\frac{5}{10} \log_2 \frac{5}{10} - \frac{5}{10} \log_2 \frac{5}{10} = 1 \]

For windy feature, \( \text{splitGini(wind)} = 0.417 \).

For temperature feature, it’s continuous and same way in chapter 3.2 C4.5.

<table>
<thead>
<tr>
<th>temperature</th>
<th>65</th>
<th>68</th>
<th>69</th>
<th>70</th>
<th>71</th>
<th>72</th>
<th>75</th>
<th>75</th>
<th>80</th>
<th>85</th>
</tr>
</thead>
<tbody>
<tr>
<td>play</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>
vi can be 65, 68, 71, 75, 80.

When temperature is divided to >65 and <=65, \( Gain(temperature) = 0.108 \).

When temperature is divided to >68 and <=68, \( Gain(temperature) = 0 \).

When temperature is divided to >71 and <=71, \( Gain(temperature) = 0.029 \).

When temperature is divided to >75 and <=75, \( Gain(temperature) = 0.236 \).

When temperature is divided to >80 and <=80, \( Gain(temperature) = 0.108 \).

The biggest gain is when divided by 75, so I choose 75 as the threshold of temperature and split gini of temperature is \( splitGini(temperature) = 0.375 \).

For humidity feature, it’s also continuous and same method.

<table>
<thead>
<tr>
<th>humidity</th>
<th>70</th>
<th>70</th>
<th>70</th>
<th>80</th>
<th>80</th>
<th>80</th>
<th>85</th>
<th>90</th>
<th>95</th>
<th>96</th>
</tr>
</thead>
<tbody>
<tr>
<td>play</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

vi can be 70, 80, 85.

When humidity is divided to >70 and <=70, \( Gain(humidity) = 0.035 \).

When humidity is divided to >80 and <=80, \( Gain(humidity) = 0.125 \).

When humidity is divided to >85 and <=85, \( Gain(humidity) = 0.035 \).

The biggest gain is when divided by 80, so I choose 80 as the threshold of humidity and split gini of humidity is \( splitGini(humidity) = 0.417 \).

The smallest split gini is temperature, so next split node is temperature and two branches are >75 and <=75. We can divide data into data sets as follow:

65,70,TRUE,no
68,80,FALSE,yes
69,70,FALSE,yes
70,96,FALSE,yes
71,80,TRUE,no
72,95,FALSE,no
75,80,FALSE,yes  
75,70,TRUE,yes  
80,90,TRUE,no  
85,85,FALSE,no  

We get two situations, when temperature >75 all classification are no, so we don’t need to split. For temperature<=75, we need to consider next split node. I calculate the splitgini of windy and humidity.  
The classification entropy is \( I(s_1, s_2) = I(3, 5) = -\frac{3}{8} \log_2 \frac{3}{8} - \frac{5}{8} \log_2 \frac{5}{8} = 0.954 \).

\[
\text{splitGini(windy)} = \frac{3}{8} \times \left[ 1 - \left(\frac{1}{3}\right)^2 - \left(\frac{2}{3}\right)^2 \right] + \frac{5}{8} \times \left[ 1 - \left(\frac{4}{5}\right)^2 - \left(\frac{1}{5}\right)^2 \right] = 0.367
\]

Table 3.9 humidity condition 4

<table>
<thead>
<tr>
<th>humidity</th>
<th>70</th>
<th>70</th>
<th>80</th>
<th>80</th>
<th>95</th>
<th>96</th>
</tr>
</thead>
<tbody>
<tr>
<td>play</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>

vi can be 70, 80, 95.  

When humidity is divided to >70 and <=70, \( \text{Gain(humidity)} = 0.692 \).  

When humidity is divided to >80 and <=80, \( \text{Gain(humidity)} = 0.015 \).  

When humidity is divided to >95 and <=95, \( \text{Gain(humidity)} = 0.092 \).  

The biggest gain of humidity is divided by 70, so I choose 70 as the threshold of humidity.  

\[
\text{splitGini(humidity)} = \frac{3}{8} \times \left[ 1 - \left(\frac{1}{3}\right)^2 - \left(\frac{2}{3}\right)^2 \right] + \frac{5}{8} \times \left[ 1 - \left(\frac{3}{5}\right)^2 - \left(\frac{2}{5}\right)^2 \right] = 0.467
\]

The smaller split gini is windy, so the next split node is windy. And we can divide data into two data sets as follow:  
70,TRUE,no  
70,TRUE,yes  
80,TRUE,no
Then we need to consider these two situations, windy is true and windy is false. And then find next split node for these two situations.

For windy is true, the classification entropy is $I(s_1, s_2) = I(1, 2) = 0.918$, divided by humidity >70 and ≤70.

For windy is false, the classification entropy is $I(s_1, s_2) = I(1, 4) = 0.722$.

<table>
<thead>
<tr>
<th>humidity</th>
<th>70</th>
<th>80</th>
<th>80</th>
<th>95</th>
<th>96</th>
</tr>
</thead>
<tbody>
<tr>
<td>play</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

vi can be 70, 95.

When humidity is divided to >70 and ≤70, $Gain(humidity) = 0.073$.

When humidity is divided to >80 and ≤80, $Gain(humidity) = 0.322$.

When humidity is divided to >95 and ≤95, $Gain(humidity) = 0.073$.

The biggest gain is divided by 80, so I choose 80 as the threshold of humidity. And the decision tree is as follow:
There is a package rpart in R, we can use it directly.

R code:
```r
code:
model<-rpart(sample$play~sample$outlook+sample$temperature+sample$humidity+sample$windy, sample, method="class", control=rpart.control(minbucket=2))
```

If change the value of minbucket, the decision tree will be changed. Minbucket means the minimum amount of values a node has. We can get the decision tree as follows:

```
1) root 14 5 yes (0.3571429 0.6428571)
   2) sample$outlook=rainy,sunny 10 5 no (0.5000000 0.5000000) *
      4) sample$temperature>=77.5 2 0 no (1.0000000 0.0000000) *
      5) sample$temperature<77.5 8 3 yes (0.3750000 0.6250000) *
         10) sample$windy>=0.5 3 1 no (0.6666667 0.3333333) *
            11) sample$windy<0.5 5 1 yes (0.2000000 0.8000000) *
   3) sample$outlook=overcast 4 0 yes (0.0000000 1.0000000) *
```

Figure 3.5 CART decision tree example

Figure 3.6 CART decision tree result
4 Result in Data Set and Evaluation

Here is the comparison of these three algorithm:

Table 4.1 algorithms comparison

<table>
<thead>
<tr>
<th>algorithm</th>
<th>feature chosen</th>
<th>continuous features</th>
<th>the volume of data set</th>
<th>tree structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID3</td>
<td>entropy gain</td>
<td>can’t deal with</td>
<td>normal</td>
<td>multiple tree</td>
</tr>
<tr>
<td>C4.5</td>
<td>gain ratio</td>
<td>can deal with</td>
<td>large</td>
<td>multiple tree</td>
</tr>
<tr>
<td>CART</td>
<td>gini coefficient</td>
<td>can deal with</td>
<td>large</td>
<td>binary tree</td>
</tr>
</tbody>
</table>

These three algorithms use different ways to choose best split feature and there are also several ways to decide when to stop splitting.

1 if entropy gain/ gain ratio/ gini coefficient is less than a threshold, stop splitting (when entropy is 0, it’s a special situation, stop splitting).

2 if all classification values are the same at one feature, stop splitting.

I choose 10 records in original data set (data came from kaggle.com) randomly and put them in the table below to show what kind of data do we have:

Table 4.2 data record

<table>
<thead>
<tr>
<th>satisfy</th>
<th>evaluate</th>
<th>project</th>
<th>hour</th>
<th>time</th>
<th>accident</th>
<th>promotion</th>
<th>sale</th>
<th>salary</th>
<th>left</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.43</td>
<td>0.48</td>
<td>2</td>
<td>136</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>RandD</td>
<td>high</td>
<td>1</td>
</tr>
<tr>
<td>0.4</td>
<td>0.49</td>
<td>2</td>
<td>160</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>marketing</td>
<td>low</td>
<td>1</td>
</tr>
<tr>
<td>0.11</td>
<td>0.84</td>
<td>7</td>
<td>310</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>sales</td>
<td>medium</td>
<td>1</td>
</tr>
<tr>
<td>0.84</td>
<td>0.82</td>
<td>5</td>
<td>240</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>accounting</td>
<td>medium</td>
<td>1</td>
</tr>
<tr>
<td>0.84</td>
<td>0.84</td>
<td>5</td>
<td>238</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>support</td>
<td>medium</td>
<td>1</td>
</tr>
<tr>
<td>0.51</td>
<td>0.6</td>
<td>7</td>
<td>243</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>technical</td>
<td>medium</td>
<td>1</td>
</tr>
<tr>
<td>0.66</td>
<td>0.91</td>
<td>5</td>
<td>248</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>management</td>
<td>low</td>
<td>1</td>
</tr>
<tr>
<td>0.42</td>
<td>0.56</td>
<td>2</td>
<td>137</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>marketing</td>
<td>low</td>
<td>1</td>
</tr>
<tr>
<td>0.74</td>
<td>0.64</td>
<td>4</td>
<td>268</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>sales</td>
<td>low</td>
<td>0</td>
</tr>
<tr>
<td>0.56</td>
<td>0.58</td>
<td>4</td>
<td>258</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>sales</td>
<td>medium</td>
<td>0</td>
</tr>
</tbody>
</table>
This table contains 10 attributes, the last one is classification attribute to decide whether the employee leaves. And here are some description of these attributes:
satisfy: Level of satisfaction (from 0 score to 1 score, 1 is full mark), numeric
evaluate: Last evaluation of employee performance (from 0 score to 1 score, 1 is full mark), numeric
project: Number of projects this employee completed while he/she is at work, int
hour: Average monthly hours the employee has, int
time: Number of years this employee spent in the company, int
accident:Whether the employee had a workplace accident (1 means had or 0 means not), int
promotion: Whether the employee was promoted in the last five years (1 means yes or 0 means no), int
sale: Department in which they work for, factor
salary: Relative level of salary (low medium high), factor
left: Whether the employee left the workplace or not (1 means yes or 0 means no), int

As we can see, in our employee data set, there are both continuous data and dispersed data. So ID3 algorithm is not very good. As the features and records are too much in data set, I think binary tree will show the result better compared with multiple tree. So I will use CART algorithm in R to deal with these data.

4.1 Pretreatment

We read employee data into R and to see some basic information in the data set, which is as follow:

data<-read.csv("employee.csv")

summary(data)
We can see from figure 4.1 summary result that the mean score of satisfaction level is around 0.61 and last evaluation average mark is around 0.72. And almost each employee works on 3 to 4 projects a year and about 201 hours per month. What’s more, the average work years are around 3.5 years. The mean turnover rate is equal to 23.81%. There is no data missing in this data set, so we don’t need to fill missing data. If in some data sets there is data missing, we need to delete empty place or fill empty by experience or similar data.

R code:

```r
str(data)
```

<table>
<thead>
<tr>
<th>variable</th>
<th>Min.</th>
<th>1st Qu.</th>
<th>Median</th>
<th>Mean</th>
<th>3rd Qu.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>salary</td>
<td>0.0000</td>
<td>1.0000</td>
<td>2.2382</td>
<td>6.4446</td>
<td>10.0000</td>
<td>10.0000</td>
</tr>
<tr>
<td>left</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

**Figure 4.1 summary result**

We can see from figure 4.1 summary result that the mean score of satisfaction level is around 0.61 and last evaluation average mark is around 0.72. And almost each employee works on 3 to 4 projects a year and about 201 hours per month. What’s more, the average work years are around 3.5 years. The mean turnover rate is equal to 23.81%. There is no data missing in this data set, so we don’t need to fill missing data. If in some data sets there is data missing, we need to delete empty place or fill empty by experience or similar data.

R code:

```r
str(data)
```

<table>
<thead>
<tr>
<th>variable</th>
<th>Min.</th>
<th>1st Qu.</th>
<th>Median</th>
<th>Mean</th>
<th>3rd Qu.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>satisfy</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.1000</td>
<td>0.1000</td>
<td>0.1000</td>
<td>0.1000</td>
</tr>
<tr>
<td>evaluate</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>project</td>
<td>2.2952</td>
<td>2.2952</td>
<td>2.2952</td>
<td>2.2952</td>
<td>2.2952</td>
<td>2.2952</td>
</tr>
<tr>
<td>time</td>
<td>366</td>
<td>533</td>
<td>553</td>
<td>553</td>
<td>553</td>
<td>553</td>
</tr>
<tr>
<td>accident</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>promotion</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>role</td>
<td>Factor w/ 10 levels &quot;Accounting&quot;, &quot;hr&quot;, ...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>salary</td>
<td>Factor w/ 3 levels &quot;high&quot;, &quot;low&quot;, &quot;medium&quot;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>left</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

**Figure 4.2 data structure result 1**

From figure 4.2, we can see data types of satisfy and evaluate are number, data types of sale and salary are factor, rests are int. Latter we will analyze the correlation, because correlation can only be used in numeric data, I need to turn other data into numeric data.

```r
data$project<- as.numeric(data$project)
```
data$hour<-as.numeric(data$hour)
data$time<-as.numeric(data$time)
data$accident<-as.numeric(data$accident)
data$promotion<-as.numeric(data$promotion)
data$left<-as.numeric(data$left)

str(data)

'data.frame': 14999 obs. of 10 variables:
$ satisfy : num 0.35 0.9 0.11 0.72 0.57 0.41 0.1 0.82 0.89 0.42 ... 
$ evaluate : num 0.53 0.86 0.88 0.87 0.52 0.5 0.77 0.85 1 0.53 ... 
$ project : num 2.5 7.5 2.2 6.5 5.2 ... 
$ hour : num 157.262 272.223 159.159 247.259 224.142 ... 
$ time : num 3.6 4.5 3.8 5.5 3 ... 
$ accident : num 0 0 0 0 0 0 0 0 0 0 ... 
$ promotion: num 0 0 0 0 0 0 0 0 0 0 ... 
$ sale : Factor w/ 10 levels "accounting","hr",...: 8 8 6 8 8 8 8 8 8 8 
$ salary : Factor w/ 3 levels "high","low","medium": 2 3 3 2 2 2 2 2 1 1 ... 
$ left : num 1 1 1 1 1 1 1 1 1 1 ... 

Figure 4.3 data structure result 2

Figure 4.3 shows the result after we changing the data type. Then we need to find the correlations between each variable, as figure 4.4 shows the size of bubbles represents the significance of the correlation. The blue color means variables with positive relationship and the red color means variables with negative relationship.

c<-data.frame(data)
correlation<-c[,c(8:9)]
m<-cor(correlation)
library("corrplot")
corrplot(m)

Figure 4.4 correlation significance

We can see from figure 4.4 that satisfy, accident and promotion have negative correlation with
left. Hour and time have positive correlation with left. And satisfy, time and accident have more significance. So we can conclude people who have low satisfaction level, low accident and work more but didn’t get promoted within the past five years will have more possibility to leave. Then we do some box plots as figure 4.5, figure 4.6 and figure 4.7 to see the relationship between two different features and use hist graph as figure 4.8 and figure 4.9 to see some information in left employees.

```r
library("ggplot2")

ggplot(data,aes(x=salary,y=satisfy,fill=factor(left),colour=factor(left)))+geom_boxplot(outlier.colour="black")+xlab("salary")+ylab("satisfy")

ggplot(data,aes(x=salary,y=time,fill=factor(left),colour=factor(left)))+geom_boxplot(outlier.colour="black")+xlab("salary")+ylab("time")

ggplot(data,aes(x=salary,y=hour,fill=factor(left),colour=factor(left)))+geom_boxplot(outlier.colour="black")+xlab("salary")+ylab("hour")
```

We can see from the box plot of figure 4.5, between salary and satisfaction level, people with lower and medium salary prefer to leaving more. And when they have similar salary, people who left have lower satisfaction level than those who remain. From box plot of figure 4.6, between salary and time, people leave more when they worked many years with experience in

![Figure 4.5 salary and satisfy](image1)

![Figure 4.6 salary and time](image2)
companies but only have low and medium salary.

![Box plot of salary and hour](image)

Figure 4.7 salary and hour

From box plot of figure 4.7, between salary and hour, people with low and medium salary but work more prefer to leaving.

```r
hist<-subset(c,left==1)
hist(hist$satisfy,main="satisfaction level")
hist(hist$evaluate,main="last evaluation")
```

![Histogram of satisfaction level and last evaluation](image)

Figure 4.8 satisfaction level

Figure 4.9 last evaluation

From hist graph of figure 4.8 and figure 4.9, we can see people with good evaluation and satisfaction level may also leave the company.

So I guess the possible reasons for people leaving are: in general, people work much but didn’t get enough payment and promotion. For some experienced people, they may think their work doesn’t have any challenges, they want more changes.
4.2 Build Model

I will use rpart package in R to build model, R code:

```r
library("rpart")
library("rpart.plot")
model <- rpart(left~., data=data)
```

Figure 4.10 decision tree rules 1

```r
rpart.plot(model)
```

Figure 4.11 decision tree result 1
printcp(model)

Regression tree:
xpart(formula = left ~ ., data = data)

Variables actually used in tree construction:
[1] evaluate hour project satisfy time

Root node error: 2720.8/14999 = 0.1814

n= 14999

<table>
<thead>
<tr>
<th>CP</th>
<th>nsplit</th>
<th>rel error</th>
<th>xerror</th>
<th>xstd</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.287133</td>
<td>0.000000</td>
<td>1.000000</td>
<td>0.0100438</td>
</tr>
<tr>
<td>2</td>
<td>0.129883</td>
<td>0.712870</td>
<td>0.713215</td>
<td>0.0098131</td>
</tr>
<tr>
<td>3</td>
<td>0.181665</td>
<td>0.453100</td>
<td>0.453390</td>
<td>0.0104345</td>
</tr>
<tr>
<td>4</td>
<td>0.078667</td>
<td>0.334940</td>
<td>0.335380</td>
<td>0.0073917</td>
</tr>
<tr>
<td>5</td>
<td>0.042220</td>
<td>0.258410</td>
<td>0.258772</td>
<td>0.0076237</td>
</tr>
<tr>
<td>6</td>
<td>0.034693</td>
<td>0.218270</td>
<td>0.218270</td>
<td>0.0076531</td>
</tr>
<tr>
<td>7</td>
<td>0.017396</td>
<td>0.180780</td>
<td>0.180780</td>
<td>0.0072680</td>
</tr>
<tr>
<td>8</td>
<td>0.012768</td>
<td>0.163380</td>
<td>0.165760</td>
<td>0.0070818</td>
</tr>
<tr>
<td>9</td>
<td>0.010000</td>
<td>0.150610</td>
<td>0.156040</td>
<td>0.0069175</td>
</tr>
</tbody>
</table>

Figure 4.12 cp value

We can see from figure 4.11, in general situation, satisfy, project, evaluate, time, hour these five features will construct decision tree. Our guess is not very right, the reasons don’t have too much relationship with salary. And the rules we can conclude from decision tree as figure 4.10 shows, they are:

Rule1: if satisfy<0.465, number>=2.5, satisfy>=0.115, won’t leave.
Rule2: if satisfy<0.465, number>=2.5, satisfy<0.115, will leave.
Rule3: if satisfy<0.465, number<2.5, evaluate>=0.575, won’t leave.
Rule4: if satisfy<0.465, number<2.5, evaluate<0.575, evaluate>=0.445, won’t leave.
Rule5: if satisfy<0.465, number<2.5, evaluate<0.575, evaluate<0.445, will leave.
Rule6: if satisfy>=0.465, time<4.5, won’t leave.
Rule7: if satisfy>=0.465, time>=4.5, evaluate<0.805, won’t leave.
Rule8: if satisfy>=0.465, time>=4.5, evaluate>=0.805, hour<216.5, won’t leave.
Rule9: if satisfy>=0.465, time>=4.5, evaluate>=0.805, hour>=216.5, time<6.5, won’t leave.
Rule10: if satisfy>=0.465, time>=4.5, evaluate>=0.805, hour>=216.5, time>=6.5, will leave.

Satisfaction level appears to be the most important reason. So in brief,

1 If the satisfaction level is very low, employees will leave; If satisfaction level is above 0.46, you are much more likely to stay.
2 If employees have a low satisfaction and evaluation and don’t have many projects, they will
If employees stay in the company for more than 6.5 years and have good satisfaction and evaluation, but they work too much every month they will leave.

```r
nrow(hist)
good_employee_leaving <- subset(hist, evaluate >= 0.9 | time >= 8 | project >= 6)
nrow(good_employee_leaving)
```

We can get the result that there are 3571 people leave, and there are 1523 good employees leave. There are almost half of employees who are good employees leave the company. Good means they have high evaluation or working experience. I set people who have evaluation larger than 0.9 or working time is larger than 8 years or have larger than 6 projects as good employees. I want to find do good employees leave the company for same reasons as employees in general situation.

Then I built a decision tree model for good employees. Actually it’s hard to define what is good employee. Different standard of good employees will result in different decision tree rules.

```r
good_employee <- subset(data, evaluate >= 0.9 | time >= 8 | project >= 6)
modell <- rpart(left ~ ., data = good_employee)
```

Figure 13 decision tree rules 2

```r
rpart.plot(modell, tweak = 1.2)
```
We can see from figure 4.14, for good employees (valuate>=0.9|time>=8|project>=6), satisfy, time, evaluate, hour, project these five features will construct decision tree. Satisfaction is also the most important influence for good employees. And the rules we can conclude from decision tree as figure 4.13 shows:

Rule1: if satisfy<0.11, will leave.
Rule2: if satisfy>=0.11, time<4.5, project<6.5, won’t leave.
Rule3: if satisfy>=0.11, time<4.5, project>=6.5, will leave.
Rule4: if satisfy>=0.11, time>=4.5, satisfy<0.71, won’t leave.
Rule5: if satisfy>=0.11, time>=4.5, satisfy>=0.71, evaluate<0.9, won’t leave.
Rule6: if satisfy>=0.11, time>=4.5, satisfy>=0.71, evaluate>=0.9, hour<214, won’t leave.
Rule7: if satisfy>=0.11, time>=4.5, satisfy>=0.71, evaluate>=0.9, hour>=214, project<3.5, won’t leave.
Rule8: if satisfy>=0.11, time>=4.5, satisfy>=0.71, evaluate>=0.9, hour>=214, project>=3.5, will leave.

So in brief, we can conclude:
1 If the employees are not happy with their work, they will leave.
2 If employees stay in company for a short time but many projects experience, they will leave.
3 If employees are happy with their work and they have some experience, but they work too much they will leave.

Combine general situation and analysis for good employees, satisfaction level is most important for these two situations. And the conclusions are very similar, we can summary that if you are good and overworked you leave. If you are unhappy you tend to leave, especially if you are not getting enough projects experience. But there is a very interesting thing, in general situation if employees stay in the company for more than 6.5 years and have good satisfaction and evaluation, but they work too much every month, they will leave. However, for good employees, if they stay in the company for more than 4.5 years and have good satisfaction and evaluation, but they work too much every month, they will leave. I think the reason may be if good employees stay in a company for a long time but they can’t get work and life balance, they will choose to find other jobs. For not so good employees, they may want to work hard to be better or get more training in the company.

4.3 Training Set and Test Set

We have 15000 records in the data set, so we need to divide them into training set and test set. There are several ways to divide training set and test set.

(1) Usually we will divide data into four parts, 1/4 of which is test set and 3/4 of which is training set. We will do this process k times randomly to build models and get average value of these k models.

(2) Cross validation, which means dividing data set into test set and training set and each record can be both training set and test set.

① Leave one out cross validation: choose one data as test set and remaining N-1 data records as training set, do N times to get average value.

② K-fold cross validation: divide data set into k subsets, choose one subset as test set, remaining k-1 as training set and do k times to get average value. Usually we make k equals to 10.
I will choose 10-fold cross validation to get training set and test set.

R code:
```r
library("lattice")
library("ggplot2")
library("caret")
train_control<-trainControl(method="cv",number=10)
```

I named training set as train_control, and use trainControl( ) function in R to get training set. I then use train_control as training set to build model, rest data to be test set to evaluate the model.

### 4.4 Predict and Evaluate

After building models, we also need to evaluate whether this model is good. There are several metrics to evaluate models in data mining, like TPR, FPR, TNR, accuracy, precision, recall and F-measure and so on.

#### 4.4.1 Confusion Matrix

TPR, FPR and TNR are metrics in confusion matrix. If we divide a sample into two part, there will be positive(1) and negative(0). And there will be four situation, if the sample is positive and can be predicted to be positive, it’s true positive (TP); if it is predicted to be negative, it’s false negative (FN). If the sample is negative and can be predicted to be negative, it’s true negative (TN); if it’s predicted to be positive, it’s false positive (FP).

<table>
<thead>
<tr>
<th></th>
<th>Predict 1</th>
<th>Predict 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual 1</td>
<td>TP</td>
<td>FN</td>
</tr>
<tr>
<td>Actual 0</td>
<td>FP</td>
<td>TN</td>
</tr>
</tbody>
</table>

Accuracy is the bias that we measure the data from its real value (JCGM 200, 2008),

Accuracy=(TP+TN)/(TP+TN+FP+FN)=1-error rate.

Precision is correct information selected divide all information selected (JCGM 200, 2008),

precision=TP/(TP+FP).
Recall is correct information selected divide all information in sample, 
recall=TP/(TP+FN)=TPR.

Sometimes precision and recall will be contradictory, so we need to consider these two integrated.

$$F1=\frac{2\times precision\times recall}{(precision+recall)}=\frac{2TP}{(TP+FP)(TP+FN)}$$

When we use confusion matrix to evaluate the model, there is a package `confusionMatrix()`

data$left<-as.factor(data$left)

rpartmodel<- train(left~., data=data, trControl=train_control,
method="rpart")

print(rpartmodel)

CART

14999 samples
9 predictor
2 classes: '0', '1'

No pre-processing
Resampling: Cross-Validated (10 fold)
Summary of sample sizes: 13499, 13499, 13499, 13499, 13499, 13500, ...
Resampling results across tuning parameters:

<table>
<thead>
<tr>
<th>op</th>
<th>Accuracy</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.07462896</td>
<td>0.9318631</td>
<td>0.8070134</td>
</tr>
<tr>
<td>0.18552226</td>
<td>0.8627157</td>
<td>0.6288757</td>
</tr>
<tr>
<td>0.24614954</td>
<td>0.7823209</td>
<td>0.2051802</td>
</tr>
</tbody>
</table>

Accuracy was used to select the optimal model using the largest value.
The final value used for the model was op = 0.07462896.

Figure 4.17 summary of the model

predictions<- predict(rpartmodel, data)

tree<-cbind(data,predictions)

confusionMatrix(tree$predictions, data$left)
4.4.2 ROC and AUC

ROC (receiver operating characteristic) is a graphic method to show the relationship between true positive rate and false positive rate of a classifier.

TPR is true positive rate, $TPR = TP/(TP+FN) = TP/#POS = recall$, it can also be called specificity.

FPR is false positive rate, $FPR = FP/(FP+TN) = FP/#NEG = 1-TPR$. Definition of TP, FP, TN, FN can be found in table 4.3.

Figure 4.15 ROC Curve

ROC Curve is as figure 4.15 shows, different coordinate means different classification. For example, the node (0,1) means FPR=0, TPR=1. According to the formulas of TPR and FPR, we can get FP=0 and FN=0. So this is the best situation because it does all classifications.
correctly. For node (1,0), which means FPR=1 and TPR=0. So we can get TP=0, TN=0. This is actually the worst situation because it avoids all correct classification. For node (0,0), we can get FPR=TPR=0, so FP=TP=0. So it declares everything to be negative class. Similar, for node (1,1), we can get FPR=TPR=1 and FP=TP=1. It declares everything to be positive class. So we can get the conclusion, the closer the ROC curve is to the upper left corner, the better the performance of the classifier.

AUC is the area under ROC Curve, we can see from figure 4.16 that ideal area=1, random guess=0.5. M1 is better for small FPR, M2 is better for large FPR.

```r
library("gplots")
library("ROCR")
tree$predictions<-as.numeric(paste(tree$predictions))
perf.obj<-prediction(predictions=tree$predictions,labels=tree$left)
roc.obj<-performance(perf.obj,measure="tpr",x.measure="fpr")
auc<-slot(performance(perf.obj,"auc"),"y.values[[1]]
plot(roc.obj)
abline(h=seq(0,1,0.05), v=seq(0,1,0.05), col = "lightgray", lty = "dotted")
lines(c(0,1),c(0,1), col = "gray", lwd =2)
text(0.6,0.2,paste("AUC=", round(auc,4), sep=""), cex=1.4)
title("ROC Curve")
```

Figure 4.19 ROC curves
4.4.3 MAE, MSE, NMSE

Because we have training set and test set, in training set we have the classification result which called observations. While in test set we don’t have the classification result. We need to use model to predict the classification result, which called predictions. MAE is the mean absolute error, MSE is the mean square error, NMSE is normalised mean square error which estimates overall deviations between predictions and observations. Here are formulas of them:

\[
\text{MAE} = \text{mean}(\text{abs}(\text{predictions} - \text{observations})),
\]
\[
\text{MSE} = \text{mean}((\text{predictions} - \text{observations})^2),
\]
\[
\text{NMSE} = \text{mean}((\text{predictions} - \text{observations})^2) / \text{mean}((\text{mean}(\text{observations}) - \text{observations})^2).
\]

The value of NMSE is usually between 0 and 1, and if the value is smaller, the model is better. Usually when we do cross validation, we use NMSE to value whether the cross validation is good.

```r
n <- length(data$left)
index1 <- 1:n
index2 <- rep(1:10, ceiling(n/10))[1:n]
index2 <- sample(index2, n)
NMSE <- rep(0, 10)
NMSE0 <- NMSE
for (i in 1:10) {
  x <- index1[index2 == i]
  reg <- rpart(left ~ ., data[-x,])
  y0 <- predict(reg, data[-x,])
  y1 <- predict(reg, data[x,])
  NMSE0[i] <- mean((data$left[-x] - y0)^2) / mean((data$left[-x] - mean(data$left[-x]))^2)
  NMSE[i] <- mean((data$left[x] - y1)^2) / mean((data$left[x] - mean(data$left[x]))^2)
}
```
We can see from figure 4.18, the accuracy of confusion matrix is 90.89%. From figure 4.19, AUC is 0.829. And from figure 4.20, NMSE0 and NMSE don’t have too much error with each other, so the data doesn’t overfit.

\[
\text{NMSE0} \\
[1] 0.1479779 0.1512981 0.1504470 0.1583191 0.1524492 0.1497464 0.1522194 \\
[8] 0.1501522 0.1543529 0.1520247
\]

\[
\text{NMSE} \\
[1] 0.1650700 0.1568689 0.1646892 0.1951040 0.1265927 0.1707193 0.1725326 \\
[8] 0.1457392 0.1278758 0.1492278
\]
5 Decision Tree Optimization

5.1 Overfitting

In classification problem, there will be overfit phenomenon. Overfitting is a model can do better than other models in training set, but when put it outside training set, it won’t fit the data very well (Mansour, 1997). Overfitting results in decision trees that are more complex than necessary. There are several reasons why this phenomenon happened. The main reason is training data set is too small or there are noises in training data set. And the more complicated the model is, there is higher possibility the overfit will happen. So we always prefer simple model, which is called Occam’s Razor. In order to solve overfit problem, we need to lower the complexity of the model. So we need to do prune of a tree.

5.2 Prune

Pruning is using statistic ways to delete the least reliable branches of a tree to improve the speed and ability of future data classification. For example, if we have a space H, and there is a hypothesis h and h belongs to H. If there is another h’ belongs to H which makes the error rate of h is smaller than h’ in training set, but in other data set the error rate of h’ is smaller than h. Then we can say hypothesis h overfits training set data. There are two ways to do prune, one is post-pruning and another is pre-pruning. We need to compare training errors and generalization errors. Error at a given node t: \( IM(t) = Error(t) = 1 - \max_j P(j | t) \). When records are equally distributed among all classes, implying least interesting information. We get the maximum value, which is \( 1 - \frac{1}{c} \). When all records belong to one class, implying most interesting information. We get the minimum value, which is 0.

\[
\begin{array}{|c|c|}
\hline
C1 & 1 \\
\hline
C2 & 5 \\
\hline
\end{array}
\]

\( P(C1) = \frac{1}{6}, \quad P(C2) = \frac{5}{6}, \quad Error = 1 - \max (\frac{1}{6}, \frac{5}{6}) = \frac{1}{6} \)
5.2.1 Optimistic Estimate and Pessimistic Estimate

Training error is also called resubstitution error or apparent error, it’s the error in training data set and we use $e(T)$ to represent. Generalization error is the model performs in test data set, we use $e'(T)$ to represent.

Assume that the training set can represent the whole data very well. We can get in optimistic estimation, the generalization error equals to the training error, which is $e'(T) = e(T)$. A decision tree induction algorithm selects the model that has lowest training error rate. Here is an example of optimistic estimate as figure 5.1 shows:

![Figure 5.1 optimistic estimate](image)

We can get in optimistic estimation, training errors=4, training error rate=4/24=16.7%, generalization errors=4, generalization error rate=4/24=16.7%.

We can get in pessimistic estimation, the generalization error is training error pluses the complexity of the model, which is $e'(T) = e(T) + \Omega(T)$. For each leaf node, $e'(t) = e(t) + \Omega(T) = e(t) + k, k > 0$.

Total errors: $e'(T) = e(T) + N \times 0.5$, $N$ is the number of leaf nodes.

For example, a tree with 40 leaf nodes and 15 errors on training (out of 1000 instances), we can get in pessimistic estimation, training errors=15, training error rate=15/1000=1%, generalization errors=15+40*0.5=35, generalization error rate=35/1000=3.5%.
5.2.2 Pre-pruning

Pre-pruning is to stop the algorithm before it becomes a fully grown tree, which means we need to determine whether it’s necessary to continue dividing the training set samples when we are at current node (Sayad, 2017). This method requires more restrictive constraints, such that we stop the growth of branches when impurity is lower than a certain threshold. The advantage is this way can avoid overfitting complex sub-trees, however the problem is it’s hard for us to choose right threshold. If threshold is too high, there will be underfitting; if threshold is too low, overfitting problems won’t be solved totally.

5.2.3 Post-pruning

It’s hard to predict when to do pre-pruning because we don’t know how to set right threshold. So usually we will use post-pruning. Post-pruning is from bottom to top to prune, we need to calculate the error before and after pruning (Sayad, 2017). If error is smaller after pruning, we will do pruning. Otherwise, we won’t do pruning. There are two ways to do post-pruning. One is using new leave node replaces sub-trees, another is using the most used branch replaces sub-trees.

Here is an example of post-pruning.

Case 1:  

```
   11  
  /   
 3    2  
|     /  
13 C0: | 4 C1:  
|    /   
| 7 C0:  
```

For case 1, before prune, optimistic(error)=3+2=5, pessimistic(error)=5+2*0.5=6.

Case 2:  

```
   14  
  /   
 3    2  
|     /  
16 C0: | 2 C1:  
|    /   
| 3 C0:  
```

Figure 5.2 post-pruning case 1  

Figure 5.3 post-pruning case 2
After prune, optimistic(error) = 7, pessimistic(error) = 7 + 1 * 0.5 = 7.5.

Both optimistic error and pessimistic error is larger than before, so we won’t do prune.

For case 2, before prune, optimistic(error) = 3 + 2 = 5, pessimistic(error) = 5 + 2 * 0.5 = 6.

After prune, optimistic(error) = 5, pessimistic(error) = 5 + 1 * 0.5 = 5.5.

We can see optimistic error doesn’t change and pessimistic error is smaller than before, we will do prune in case 2.

5.3 Optimization for Employee Data

We try to do prune for our model and evaluate the model after pruning. If the evaluation metrics are better then before, we choose the model after pruning. Otherwise, we choose the model before pruning. In R, there is a package called prune() which can do prune. We can choose proper cp value to fix the model, cp is complexity parameter. We need to make Xerror small and choose the smallest cp value, in R we have printcp() to get cp, xerror and xstd. We can see from build model part, when cp is 0.01, xerror is the smallest. So we make cp = 0.01 and here is the result of after pruning.

R code:

```r
model2 <- prune(model, cp = 0.01)
rpart.plot(model2)
```

Figure 5.4 decision tree result after pruning
Figure 5.5 decision tree rule after pruning

We found the result hasn’t changed, so actually it doesn’t need to do pruning.
6 Suggestion

We can see from the confusion matrix and the accuracy figures that the model has 90.89% accuracy and for a Kappa is 72.36%, which shows the model is good. It’s not sensible to focus on every employee who wants to leave because it costs time and energy for human resources management department. I think we need to focus on employees that have high probability to leave and also high mark in evaluation and working years. I put probability, evaluation and working years in a data frame called summary, here are some records.

```
training<-createDataPartition(data$left,p= .75,list=FALSE)
train<-data[training,]
test<-data[-training,]
model3<-rpart(left~.,data=train)
probaToLeave=predict(model3,newdata=test)
summary=data.frame(probaToLeave)
summary$performance=test$evaluate
summary$year=test$time
summary<-summary[,1]
colnames(summary)[1]<-'probability'
head(summary)
```

<table>
<thead>
<tr>
<th></th>
<th>probability</th>
<th>performance</th>
<th>year</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1.0000000</td>
<td>0.88</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>0.9663016</td>
<td>0.53</td>
<td>3</td>
</tr>
<tr>
<td>16</td>
<td>0.9663016</td>
<td>0.54</td>
<td>3</td>
</tr>
<tr>
<td>24</td>
<td>0.9663016</td>
<td>0.57</td>
<td>3</td>
</tr>
<tr>
<td>28</td>
<td>0.9663016</td>
<td>0.49</td>
<td>3</td>
</tr>
<tr>
<td>30</td>
<td>0.9663016</td>
<td>0.50</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 6.1 prediction

Then I build a data table and rank the probability to leave and the performance as well as working years. The priority is the multiply of probability, performance and working years. Because I think people who work in a company for many years may know the company very well and can work very effectively and efficiently. People who got high performance means
they can manage their work very well and can contribute to the company. So these people are most valuable for companies, we want to remain them. Therefore, we need to talk with people who have high possibility to leave and high performance mark as well as long working years.

```r
library("DT")

summary$priority=summary$probability*summary$performance*summary$year

order=summary[order(summary$priority,decreasing = TRUE),]

order<-head(order,n=500)

datatable(order)
```

![Figure 6.2 prior table](image)

I choose to present first 500 employees that the company should retain. We can see their probability to leave, performance and working years. The priority of employees that should talk with considers working years, performance and probability to leave. After grouping them in each department, we could email different managers to tell them which valuable employees might leave soon. And managers need to take some actions like talk with these valuable employees, promote these employees, reduce working hours or give higher salary to these people.
7 Conclusion

This thesis aims at the situation that human resource department faces high employees turnover in the company especially some experienced employees will leave. I use R to do data clean and transfer to get useful huge data of employees information. Then use decision tree algorithm and do optimization of decision tree. Here are some results I got through the analysis of employee data:

(1) I analyze different classify algorithms and compare the advantages and disadvantages of each algorithm. Finally I decide to use decision tree algorithm for employee data and introduce the algorithm into the research.

(2) I introduce three common decision tree algorithms, ID3, C4.5 and CART. And compare difference of these three decision tree algorithms and decide to use CART for real data set analysis.

(3) I use R to build model and find the reasons that influence employee turnover most. I found in general, satisfaction level is the major parameter to stay with the company. And number of projects also has an impact, employees with 3 to 4 projects tend to stay (maybe for life and work balance). There are only few employees with high salary, salary may not be a concern.

Then I evaluate model and do pruning for the model. Last I made a table to represent the prior of employees that human resource department should have a talk with and remain them. Because not all employees we need to retain, we should consider human resource and select valuable employees to remain. This information may help decision makers get better and sensible decision and help the company run effectively and efficiently.

Of course the thesis also has some insufficient needed to be improved, and these future research could be:

(1) How to define good employees? (People with high evaluation? Long years in a company? Or many projects experience?)

(2) Is using probability to leave, performance and working years as priority a sensible way? Should we consider other influence?

(3) What polities we should make to remain employees and motivate them through the results
of employee turnover analysis so that we can reduce good employees turnover. And for different employees should we take different actions? (For experienced people with high evaluation and satisfaction, maybe we can reduce their working hours and improve salary. For people who have low satisfaction but work for a long time, maybe change the working environment or organize some events to help them get along well with other staff...)

(4) There could be some other optimization except doing pruning of CART algorithm to make it more effectively and efficiently, like do algorithm parallelization.

Due to my limited ability, the insufficient of the thesis need to be improved in the future research. And I need to learn more about different and advanced algorithms of decision tree and try to combine theory with practical problems.
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Appendix

data<-read.csv("employee.csv")
summary(data)
str(data)
data$project<-as.numeric(data$project)
data$hour<-as.numeric(data$hour)
data$time<-as.numeric(data$time)
data$accident<-as.numeric(data$accident)
data$promotion<-as.numeric(data$promotion)
data$left<-as.numeric(data$left)
str(data)
c<-data.frame(data)
correlation<-c[,,-c(8:9)]
m<-cor(correlation)
library("corrplot")
corrplot(m)
library("ggplot2")
ggplot(data,aes(x=salary,y=satisfy,fill=factor(left),colour=factor(left)))+geom_boxplot(outlier.colour="black")+xlab("salary")+ylab("satisfy")
ggplot(data,aes(x=salary,y=time,fill=factor(left),colour=factor(left)))+geom_boxplot(outlier.colour="black")+xlab("salary")+ylab("time")
ggplot(data,aes(x=salary,y=hour,fill=factor(left),colour=factor(left)))+geom_boxplot(outlier.colour="black")+xlab("salary")+ylab("hour")
hist<-subset(c,left==1)
hist(hist$satisfy,main="satisfaction level")
hist(hist$evaluate,main="last evaluation")
plot(hist$salary,main="salary")
library("rpart")
library("rpart.plot")
model<-rpart(left~.,data=data)
model
rpart.plot(model, tweak=1.2)
printcp(model)
nrow(hist)
good_employee_leaving<-subset(hist,evaluate>=0.9|time>=8|project>=6)
nrow(good_employee_leaving)
good_employee<-subset(data,evaluate>=0.9|time>=8|project>=6)
model1<-rpart(left~.,data=good_employee)
model1
rpart.plot(model1, tweak=1.2)

library("lattice")
library("ggplot2")
library("caret")
train_control<-trainControl(method="cv", number=10)
data$left<-as.factor(data$left)
rpartmodel<- train(left~., data=data, trControl=train_control,
method="rpart")
print(rpartmodel)
predictions<- predict(rpartmodel, data)
tree<-cbind(data, predictions)
confusionMatrix(tree$predictions, data$left)

library("gplots")
library("ROCR")
tree$predictions<-as.numeric(paste(tree$predictions))
perf.obj <- prediction(predictions = tree$predictions, labels = tree$left)
roc.obj <- performance(perf.obj, measure = "tpr", x.measure = "fpr")
auc <- slot(performance(roc.obj, "auc"), "y.values"))[[1]]
plot(roc.obj)
abline(h = seq(0, 1, 0.05), v = seq(0, 1, 0.05), col = "lightgray", lty = "dotted")
lines(c(0, 1), c(0, 1), col = "gray", lwd = 2)
text(0.6, 0.2, paste("AUC =", round(auc, 4), sep = ""), cex = 1.4)
title("ROC Curve")

n <- length(data$left)
index1 <- 1:n
index2 <- rep(1:10, ceiling(n/10))[1:n]
index2 <- sample(index2, n)
NMSE <- rep(0, 10)
NMSE0 <- NMSE
for (i in 1:10){
x <- index1[index2 == i]
reg <- rpart(left ~ ., data[-x,])
y0 <- predict(reg, data[-x,])
y1 <- predict(reg, data[x,])
NMSE0[i] <- mean((data$left[-x] - y0)^2)/mean((data$left[-x] - mean(data$left[-x]))^2)
NMSE[i] <- mean((data$left[x] - y1)^2)/mean((data$left[x] - mean(data$left[x]))^2)
NMSE0
NMSE

model2 <- prune(model, cp = 0.01)
rpart.plot(model2)
model2

training<-createDataPartition(data$left,p = .75,list=FALSE)
train<-data[training,]
test<-data[-training,]
model3<-rpart(left~.,data=train)
probaToLeave=predict(model3,newdata=test)
summary=data.frame(probaToLeave)
summary$performance=test$evaluate
summary$year=test$time
summary<-summary[,-1]
colnames(summary)[1]<-'probability'
head(summary)
library("DT")
summary$priority=summary$probability*summary$performance*summary$year
order=summary[order(summary$priority,decreasing = TRUE),]
order<-head(order,n=500)
datatable(order)