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Abstract

Microsoft HoloLens is a headmounted augmented reality system providing users the
ability to experience three-dimensional virtual content. This could be used in applications
aimed at industry where users could use augmented reality to easily access information
and receive instructions. For this to be suitable for industry, the system must be robust.
One property of robustness was chosen for this thesis: system performance in conditions
of different levels of light. A prototype implementing a use case for future industry was
developed, as well as two additional smaller applications to facilitate experiments. Exper-
iments were performed to investigate how different light levels affects the functionality in
a 3D holographic application running on HoloLens and how the visibility of virtual con-
tent was affected in conditions with bright and heterogeneous backgrounds. The results
showed that the functionality of the holographic application was not significantly affected
except in very dark conditions, and that bright and messy backgrounds pose a problem to
hologram visibility.
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Terminology and de�nitions

Augmented reality (AR) - a view of reality that is augmented with virtual objects, viewed
using a device such as a tablet or a head mounted display.

Field of view (FOV) - in the context of augmented reality it is the area of the world that can
be seen through the AR system, i.e. the part that can be augmented with virtual content.

Head mounted display - a device worn on the head, with displays positioned in front of the
user's eyes. In combination with a computer it can be used to view reality, virtual reality or
augmented reality.

Hologram - holographic or virtual content, something that is seen through the augmented
reality system that is not a physical entity.
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1 Introduction

Augmented reality is the concept of creating an experience where virtual elements are inte-
grated in the real world. The virtual content augments the reality around the user. While the
concept of augmented reality - AR for short - is not new, its popularity in both the general
public and the scienti�c community may never have been higher [1]. A recent example of
an augmented reality system which managed to gain the attention of the general public is
the mobile phone application Pokemon Go [2]. There is extensive research made on how the
use of augmented reality may be applied to many varying areas besides games, such as ed-
ucation [3] and health care [4]. There are different ways of implementing augmented reality,
from apps running on smartphones to advanced systems developed speci�cally for the use
of AR.

In this thesis a prototype application has been developed for wearable augmented reality
device Microsoft HoloLens that implements a possible scenario of interaction between human
and machine in an industrial context. That application and two smaller applications have
then been used to examine how the performance of the HoloLens system is affected when
used in different light conditions.

1.1 Background

Industry 4.0 is a term for a vision of how manufacturing industry can implement new tech-
nologies to reach new levels of ef�ciency and �exibility [5]. Systems and devices will be
connected to each other and to the Internet in order to communicate and share data between
themselves and with humans. Systems will be smart and automated and require as little hu-
man interaction as possible, and by being able to present large quantities of data to humans
in an easily accessible manner, human decisions will be well-grounded and easy. One pos-
sibility of how this interaction between human and machine could be facilitated in such a
scenario is to use augmented reality. A hypothetical scenario is a factory where a technician
uses an AR system to be able to get information about a machine presented in his or her �eld
of view just by looking at the machine, instead of having to interact with the machine via a
conventional computer and screen.
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1.2. Motivation

1.2 Motivation

In 2016, Microsoft launched the �rst edition of the HoloLens wearable computer system [6].
It is a system that permits the creation of applications featuring advanced augmented reality,
using well-known software development platforms and providing extensive documentation
for developers. Due to the promising features of this system, it could be a suitable candidate
for implementing software that meets the criteria of the scenario described above.

One question that can determine how useful augmented reality systems are in real-world
use cases is how they function outside optimal conditions. Because of this, it is of inter-
est how robust applications running on the HoloLens system are with regards to different
environmental properties. A property which is likely to vary is lighting conditions in the sur-
rounding environment. Lighting condition is a factor that is known to affect various aspects
of performance and experience of augmented reality systems. Microsoft states in its docu-
mentation of HoloLens that some aspects of the performance of HoloLens can be affected
by dark light conditions, but does not state exactly at what levels of light the problems may
occur [7]. The displays used in HoloLens are based on a technology that may make it hard to
see visual content in an environment with bright light [8].

1.3 Aim and research questions

The aim of the thesis is to answer the following questions:

1. How is the performance of a holographic application running on HoloLens affected by
various light conditions?

2. Can different light conditions have a detrimental effect on user experience of HoloLens
holographic applications?

A small prototype implementing some basic criteria of the scenario for future use was to
be implemented. A set of properties that may be affected by various levels of ambient light
was to be determined by the experiences gained when developing the prototype. Evaluation
of these properties and the effects of various light conditions on user experience was to be
evaluated using the implemented prototype.

1.4 Delimitations

The thesis does not compare the implemented solution to other augmented reality systems
or to any non augmented reality solutions. The experiments are made under different levels
of static light with as little dynamic change in light as possible. Dynamic changes in light are
not part of the evaluation of the experiments.
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2 Theory

This chapter presents general theory on the technical �eld of augmented reality, a description
of the Microsoft HoloLens system and a short overview of some of the known effects of light
on the performance of augmented reality systems.

2.1 Augmented reality

Augmented reality is the concept of creating an experience where virtual elements are added
to the real world around the user. A commonly accepted de�nition of the term augmented
reality is that an augmented reality system must implement the following three conditions
[8], [9]:

1. It combines real and virtual elements

2. It is interactive in real time

3. It is registered in three dimensions

To ful�ll the �rst condition the system typically has a display that can show both real
and virtual elements. The second condition is ful�lled by the system having a computer that
handles input and output in real time. The last condition is ful�lled by the system having
tracking ability. The tracking ability is used to track the view and position of the AR system
in the real world. This must be known for the system to be able to determine where and how
to present virtual elements over the user's view of the real world [8]. Different technologies
for displays and tracking are presented in later sections of this chapter.

A concept that is related to augmented reality is virtual reality. The difference between
the two concepts is that in virtual reality the virtual environment completely replaces the real
environment, whereas augmented reality presents a combination of real and virtual elements
[8].

There are several �elds where research is made exploring if and how augmented reality
can be applied. Examples are for AR to be used in education [3], in experiencing art and
culture [10], in the medical �eld [11], and in training and maintenance in industry [12].

As implied by the broad de�nition of an augmented reality system stated above, the im-
plementation of AR systems can vary greatly. There are frameworks that permit the devel-
opment of augmented reality applications that can be run on smartphones. There are several
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2.1. Augmented reality

examples of head mounted devices speci�cally developed for AR and virtual reality. Aug-
mented reality that can be experienced by a crowd simultaneously can be implemented by
using external projectors that display virtual content by projecting it on real life objects.

2.1.1 Display types

A display used in an AR system must be able to show a combination of virtual and real
elements. The technologies for achieving this can be divided into four categories: video-
based, optical see-through, eye-multiplexed and projection on a physical surface [8].

For video-based displays and optical see-through the virtual content is superimposed on
the view of the real environment, presenting a complete view where the virtual content is
seemingly positioned in the real world. Video-based displays work as the display on a cell
phone or on a TV. The real environment is �lmed with one or several cameras, virtual content
is added to the image of the real world and the combined image is presented as pixels on the
display. Optical see-through differs from video-based displays in that only the virtual content
has to be shown on the display. The real environment is seen through the transparent display
just like looking at the world through a window or a pair of ordinary glasses.

Eye-multiplexed displays do not superimpose the virtual content on the view of the real
world. The virtual content is presented such that the user must mentally add it the real
environment. That virtual content can be presented in a smaller display that only covers part
of a user's �eld of view.

Projection on a physical surface is where �lm projectors are used to project virtual content
on real objects. An example of this can be to use several projectors to project different designs
onto a physical model of a car.

2.1.2 Display con�gurations

There are several variations on where the display is positioned between the user's eyes and
the world [8]. For a head-attached or head-mounted display (HMD) the display is positioned
near the user's eyes similar to goggles or a pair of glasses. Hand-held or body-attached
displays are held by the user, for example in the form of a smart phone or tablet.

A spatial display is more or less �xed in position, for example in the form of a semi-
transparent mirror in front of the background in which the virtual content will be positioned.
This con�guration can be used to give many users access to the augmented reality view si-
multaneously.

As mentioned above, another form of spatial display con�guration is where the virtual
content is projected onto a real object, which means that the display is the real object itself.

2.1.3 Tracking technologies

To provide an experience where the user perceives that virtual objects exist in and interact
with the real environment when seen through the AR system, the AR system must continu-
ously determine where on the display the virtual content should be positioned.

The task of the tracking system is to determine the position and orientation, also known
as the pose, of the AR system's view in relation to speci�c markers or natural properties [8],
[13]. By tracking changes in the pose, the system can recalculate how to correctly display the
virtual element as the user view moves. The tracking system must register how the user's
view moves in three dimensions, left/right, closer to/farther away, and up/down. It must
also register rotation in these three dimensions, i.e. the pitch, yaw and roll.

An example is a hologram of an apple that is intended to be shown in the AR view as
if it is placed on a real table. As the user is moving towards the table with the apple, using
a device with an AR display, the image of the virtual apple must be rendered increasingly
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2.1. Augmented reality

larger in the AR view. If the users walks around the table watching the apple hologram, the
image of the apple must rotate with the user's changing view.

Vision-based tracking

Systems using vision based tracking use optical sensors for capturing data needed to de-
termine the user's pose. Optical sensors can be divided into three categories, sensors that
register infrared light, sensors that registers visible light, and 3D structure sensors [8].

Infrared sensors detect light in the infrared spectrum. The targets for the infrared sensors
can be either passive or active. An active target emits its own infrared radiation. The passive
target re�ects back infrared radiation that is emitted by a source of infrared light, typically
positioned near the camera.

Visible light sensors detect, as the name suggests, visible light. Two techniques using
visible light sensors are �ducial tracking and natural feature tracking. Fiducial tracking is
based on detecting �ducials, also known as markers, de�ned by Billinghurst et al. [8] as
arti�cial landmarks that are added to the landscape to aid in registration and tracking. The
�ducials can consist of a speci�c pattern printed on paper or formed by LEDs of different
colors. Fiducial tracking is relatively simple and dependable since �ducials can be created
to have a limited set of possible designs and to be easily discerned from naturally occurring
features, which makes the image processing relatively simple. The downside is that it is not
practical in all situations to add these markers to the environment. Natural feature tracking
avoids the issue of having to add markers to the environment by using image processing
to detect features of the existing environments to determine the position and orientation of
the user's view. The downside is that the image processing is more complicated than for
detection of �ducial markers.

3D-structure sensors can register information about three-dimensional objects by detect-
ing depth information about the surrounding environment. Two techniques for detecting
depth are structured light [14] and time-of-�ight [15]. Structured light is used for example
in the KinectFusion system [16]. The technique uses two cameras and at least one projector
that projects a structured light pattern onto a physical scene. The two cameras then uses the
structured light to �nd the pixel pairs between the two images, and that is used to calculate
the depth map of that scene. Systems that uses time-of-�ight sensors send out a light signal
and detects how the returning signal has changed for a given set of points, which is then used
to calculate the depth information of the scene.

Inertial tracking

Inertial tracking is done through a combination of sensors such as accelerometers and gyro-
scopes, commonly known as an Inertial Measurement Unit (IMU) [8], [13]. These sensors can
together determine the objects speci�c force and angular rate. Advantages of inertial track-
ing include not having range limitations, not being affected by competing optical, magnetic or
other sources, as well as being able to operate where there is no line-of-sight. Disadvantages
include accumulation of errors in position and orientation over time .

GPS-tracking

This tracking technology uses the GPS satellite network to determine the position of the AR
system. Since the technology uses satellites, the positioning is most reliable outdoors [8].

Magnetic tracking

Magnetic tracking uses some source that emits a magnetic �eld and a sensor that can detect
various properties of the detected magnetic �eld to determine the sensors position in relation
to the transmitter. The tracking accuracy is affected by nearby objects emitting magnetic
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�elds, such as electronic devices, and there is a strong limitation on the distance possible
between the sensor and emitter [8].

Hybrid tracking

As the name suggests, systems that uses hybrid tracking combine sensors from different
tracking techniques. This is typically a combination of vision-based tracking and for example
inertial tracking or GPS tracking. It is a way of gaining the advantages of different tracking
techniques while reducing the disadvantages, such as being able to correct the errors for the
inertial tracker accumulated over time by using information from the vision based tracker [8].

2.2 Microsoft HoloLens

Figure 2.1: Microsoft HoloLens[17]

Microsoft HoloLens is in Microsoft's own words an untethered holographic computer
[18]. HoloLens is a head-mounted augmented reality system, as shown in �g 2.1, that does
not need an external computer, instead the computational power used is built into the device.
It runs a version of Windows 10 as operating system. Applications developed for the Univer-
sal Windows Platform (UWP) can be run on the system, but cannot use holographic content.
Microsoft provides an API for developing holographic applications in the game engine Unity
[19].

2.2.1 Hardware

HoloLens has optical see-through lenses (see �g 2.2a). It has a number of sensors to obtain
tracking information and information about the surrounding environment (see table 2.1 and
�g 2.2b). What Microsoft calls environment understanding cameras are visible light cameras
located to the right and left of the center camera, which are used to determine the �xed posi-
tion of the user in space [20]. The depth camera emits infra-red light and uses time-of-�ight
sensors to gather depth information for the environment [21].

The device has built-in speakers and an audio jack for headphones. The only buttons
on the device are the power button, and three buttons used to, among other things, adjust
brightness and volume and take screenshots. It can communicate through Wi�, Bluetooth or
MicroUSB cable.

It is possible to use Bluetooth keyboards, gamepads and some other devices that uses
Bluetooth. There is also a specially developed hand-held device called a clicker that can be
used for scrolling and clicking in HoloLens applications [22].
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2.2. Microsoft HoloLens

Property De�nition
Optics See-through holographic lenses

Sensors

1 IMU
4 environment understanding cameras
1 depth camera
1 2MP photo/HD video camera
4 microphones
1 ambient light sensor

Processors
Intel 32 bit processor
Custom-built Microsoft Holographic processor

Memory
64GB Flash
2GB RAM

Weight 579 g

Battery life
2-3 hours of active use
Up to 2 weeks standby

Connectivity
Wi� 802.11ac
Bluetooth 4.1 LE
MicroUSB 2.0

Table 2.1: Hardware speci�cations of Microsoft HoloLens[18].

(a) Displays (b) Sensors

Figure 2.2: HoloLens hardware details. a) The see-through displays [23]. b) The positions of
the sensors [24]. The depth camera is located at the center, above the main camera. The two
environment understanding cameras are placed one each at the left and right of the center
camera.

2.2.2 Optics

HoloLens uses a variant of optical see-through display technology called waveguides with
surface relief gratings (see �g 2.2a) [21]. This is different from some see-through optics tech-
nologies where an image of the virtual content is projected onto a semi-transparent mirror
and re�ected into the user's eyes while the background is also visible. Instead, the image
is transferred into the waveguides and transmitted through them by total internal re�ection,
where the grates bend the transmitted light so that it exits the waveguides towards the users
eyes at the intended position [25]–[27].

The maximum supported resolution for HoloLens applications is 720p (1268x720 pixels)
[28]. The technical documentation suggests that applications show graphics at 60 frames per
second for an optimal user experience [29]. Microsoft provides values for two optical prop-
erties they have named the holographic resolution and holographic density, which are 2.3
million total light points and 2.5 thousand light points per radian, respectively. An expla-
nation of the relations between common resolution, holographic resolution, and holographic
density could not be found in the of�cial documentation. Other sources explained that com-
mon resolution and holographic resolution and density are different measurements that both
relate to the quality of the holograms [30]. Higher holographic density is said to lead to
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